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ACOUSTICAL NEWS—USA
Elaine Moran
Acoustical Society of America, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502

Editor’s Note: Readers of this Journal are encouraged to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news items and notices are 2 months prior to publication.

New Fellows of the Acoustical Society of America

143rd Meeting of the Acoustical Society of
America held in Pittsburgh, Pennsylvania

The 143rd meeting of the Acoustical Society of America was held 3–7
June 2002 at the Pittsburgh Hilton Hotel in Pittsburgh, Pennsylvania. This
was the second time that the Society has met in this city, the first time being
in 1934.

The meeting drew a total of 1069 registrants, including 115 nonmem-

bers and 296 students. Attesting to the international ties of our organization,
93 of the registrants~that is, about 12%! were from outside North America.
There were 13 registrants from the United Kingdom, 14 from Japan, 9 from
Korea, 8 from France, 7 each from Germany and the Netherlands, 4 each
from Italy, Poland and Sweden, 3 each from Australia and Russia, 2 each

FIG. 1. Bruce D. Cornuelle~1!, recipient of the 2002 Medwin Prize in
Acoustical Oceanography is congratulated by ASA President William Hart-
mann~r!.

FIG. 2. William Hartmann~1! congratulates James J. Finneran, recipient of
the 2002 R. Bruce Lindsay Award.

William C. Moss—For contributions to
numerical modeling of single bubble
sonoluminescence.

Marshall H. Orr —For application of
high-frequency acoustics in imaging
small-scale ocean processes.

Ning Xiang—For contributions to signal
processing, architectural acoustics, and
acoustic detection.
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from China, Croatia, Denmark, Finland, India, and Norway, and 1 each from
Belgium, Brazil, Romania, Spain, and Ukraine. North American countries,
the United States, Canada, and Mexico, accounted for 943, 30, and 3, re-
spectively.

A total of 715 papers, organized into 72 sessions, covered the areas
of interest of all 13 Technical Committees. The meeting also included
five meetings dealing with standards. The Monday evening tutorial lec-
ture series was continued by James A. Simmons of Brown University,
Providence, Rhode Island. His tutorial ‘‘Keep Your Ear on the Ball: Display
of Targets in the Bat’s Sonar Receiver’’ was presented to an audience of
about 100.

The Short Course on Conversational Systems was held on Sunday and
Monday, 2–3 June, at Carnegie Mellon University~CMU!. The course was
given by Alan W. Black, Ronald Rosenfeld, Alexander I. Rudnicky, and
Richard M. Stern, faculty members at CMU. The Technical Committee on
Architectural Acoustics and the National Council of Acoustical Consultants
sponsored a student design competition which was professionally judged at
the meeting. Winners received $1000 and $500 prizes.

Technical tours were arranged by the local meeting committee to the

FIG. 3. William Hartmann~1! congratulates Thomas J. Royston, recipient of
the 2002 R. Bruce Lindsay Award.

FIG. 4. Neal F. Viemeister~1! receives the Silver Medal in Psychological
and Physiological Acoustics from ASA President William Hartmann.

FIG. 5. Robert E. Apfel~1! receives the 2002 Gold Medal from ASA Presi-
dent William Hartmann.

FIG. 6. Tony F. W. Embleton~1! recipient of the 2002 Gold Medal is
congratulated by President William Hartmann.

FIG. 7. New Fellows of the Acoustical Society of America receive their
certificates from ASA President William Hartmann~far left! and ASA Vice
President Janet Weisenberger~third from left!.
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Mine Safety and Hearing Administration and National Institute of Occupa-
tional Safety and Health and to Heinz Hall and the Benedum Center.

Other events included the two social hours held on Tuesday and Thurs-
day, receptions for students in various areas of acoustics, and a Fellows
Suite. These events provided the settings for participants to meet in relaxed
settings to encourage social exchange and informal discussions. The Women
in Acoustics Luncheon was held on Wednesday afternoon and was attended
by over 60 people. The Fellows Luncheon was held on Thursday afternoon
and was attended by over 115 people who heard a presentation by ARTEC’s
Russell Johnson on concert hall acoustics.

The National Council of Acoustical Consultants~NCAC! celebrated its
40th anniversary during the Pittsburgh meeting. At their banquet, the ASA
President presented the NCAC with a certificate of congratulations and
noted the substantial benefits to both the NCAC and the ASA as a result of
their close association.

The plenary session included the presentation of awards and a prize.
The Medwin Prize in Acoustical Oceanography was presented to Bruce D.
Cornuelle ‘‘for the effective use of sound in the discovery and understanding
of physical and biological parameters and processes in the sea.’’ Earlier in

the day Dr. Cornuelle gave the Acoustical Oceanography Lecture, as part of
the prize program.~See Fig. 1.!

Two R. Bruce Lindsay Awards were presented. James J. Finneran re-
ceived the award ‘‘for contributions to the understanding of auditory me-
chanics and transduction to teleost fish and of hearing by dolphins.’’~See
Fig. 2.! Thomas D. Royston received the award ‘‘for contributions to the
nonlinear characterization and control of vibration and acoustical outreach
to inner city youth.’’ ~See Fig. 3.! The Silver Medal in Psychological and
Physiological Acoustics, the presentation of which was delayed from the
Fall 2001 meeting, was presented to Neal F. Viemeister ‘‘for contributions to
the understanding of temporal and intensive aspects of hearing.’’~See Fig.
4.! Two Gold Medals were awarded. Robert E. Apfel received the medal
‘‘for fundamental contributions to physical acoustics and biomedical ultra-
sound, and innovative leadership in electronic publishing.’’~See Fig. 5.!
Tony F. W. Embleton received the medal ‘‘for fundamental contributions to
understanding outdoor sound propagation and noise control and for leader-
ship in the Society.’’~See Fig. 6.!

Election of 16 persons to Fellow grade was announced and fellowship
certificates were presented. New fellows are: Rachel K. Clifton, Kerry
W. Commander, Brian H. Houston, Darlene R. Ketten, Asbjorn
Krokstad, David E. Marsh, Andrzej Rakowski, Patrick M. Hurdle, Leon H.
Sibul, Andrea M. Simmons, David C. Swanson, and Lynne A. Werner.~See
Fig. 7.!

The President expressed the Society’s thanks to the Local Committee
for the excellent execution of the meeting, which clearly evidenced meticu-
lous planning. He introduced the Chair of the Meeting, Courtney B. Bur-
roughs~see Fig. 8!, who acknowledged the contributions of the members
of his committee including: Richard M. Stern, Technical Program Chair;
Thomas Sullivan, Audio-Visual; Lori Holt, Accompanying Persons Pro-
gram; Erin Dugan, Signs; Jeffrey Vipperman, Technical Tours; and Efrem
Reeves, Socials and Receptions. He also extended thanks to the members of
the Technical Program Organizing Committee: Richard M. Stern, Technical
Program Chair; Kyle Becker and David Palmer, Acoustical Oceanography;
David Bradley, Animal Bioacoustics; David E. Marsh, Architectural Acous-
tics; Mark Schafer, Biomedical Ultrasound/Bioresponse to Vibration; Victor
W. Sparrow, Education in Acoustics; William Thompson, Engineering
Acoustics; Peter Hoekje, Musical Acoustics; Richard D. Godfrey and John
Seiler, Noise; James Sabatier and Bart Lipkens, Physical Acoustics;
Lawrence Feth, Psychological and Physiological Acoustics; Deborah Grove,
Signal Processing in Acoustics; Will Hula, Susan Shaiman, and Emily A.
Tobey, Speech Communication; Joseph W. Dickey, Structural Acoustics and
Vibration; and John Perkins, Underwater Acoustics.

The Plenary Session concluded with the presentation of the Vice Presi-
dent’s gavel to outgoing Vice President Janet M. Weisenberger and the
President’s Tuning Fork to outgoing President William M. Hartmann~see
Fig. 9!.

WILLIAM M. HARTMANN
President 2001–2002

Reports of Technical Committees
(See September 2002 issue of JASA for reports of other committees)

Signal Processing in Acoustics

Signal and image processing form the basic nucleus of many acousti-
cal applications. Signal processing is a specialty area that many acousticians
apply in their daily technical regimen with great success such as the sim-
plicity in Fourier analysis of vibrational data or in the complexity of ana-
lyzing the time-frequency response of dolphin sounds. Acoustical applica-
tions abound with unique processing approaches to solve the underlying
problem. For instance, the localization of a target in the harsh underwater
ocean acoustic environment not only challenges the acoustician, but also
taxes the core of signal processing basics thereby requiring more sophisti-
cation and a priori knowledge to be incorporated into the processor. This
particular application has led to many advances both in underwater signal
and image processing as well in the development of a wide variety of so
called model-based or physics-based processors. A prime example of this
technology is the advent of the matched-field processor that has led not only
to a solution of the target localization problem, but also to many applications
in other acoustical areas such as nondestructive evaluation and biomedical

FIG. 8. Courtney B. Burroughs, Chair of the Pittsburgh meeting, addresses
the meeting attenders.

FIG. 9. Incoming Vice President William Yost~l! with retiring ASA Vice
President Janet Weisenberger~c! and President William Hartmann~r!.
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imaging. Over this year the Technical Committee on Signal Processing~SP!
in Acoustics has sponsored many technical sessions jointly with the TCs and
individually on Processing Tutorials discussing critical technologies in sig-
nal processing that directly impact many of the TC areas of high interest.
The Gallery of Acoustics sponsored and administered annually by SP has
become a staple at the ASA meetings. Our Technical Liaisons assure that we
are continuously interacting at all levels with the other twelve TCs. The
Signal Processing Challenge Problem on the ASA website along with our
own new SP website provides a venue for signal processing colleagues to
interact with us throughout the ASA. The website~http://www.sao.nrc.ca/
ims/asa_sp/StartHere.html! provides the interested member a cross-sectional
view of the activities of the TC-SP, its goals and objectives, representatives
and its membership. Finally our Best Young Presenter awards have moti-
vated many of our members to present their work and be recognized.

Signal and image processing are the underlying technologies that en-
compass many of the efforts in acoustics through the necessity to model,
acquire, analyze and extract the required information from noisy measure-
ment data. It is for these reasons that the Technical Committee on Signal
Processing~SP! Acoustics continues to foster a growing interaction with
each of the Technical Committees through the sponsoring of joint sessions
and tutorials. This effort was made by the various signal processing related
sessions throughout the Ft. Lauderdale and Pittsburgh meetings.

At the 142nd ASA meeting in Ft. Lauderdale, Florida, the SP spon-
sored or co-sponsored 7 sessions: 1 Topical Meeting, 3 contributed session
and 3 special sessions. These sessions were entitled: ‘‘Topical Meeting:
Time Reversal and Applications’’~SP! Overall Chair: David H. Chambers;
‘‘Theory and Basic Experiments in Time Reversal’’~SP! Chair: David H.
Chambers; ‘‘Time Reversal in Signal Processing’’~SP! Chair: James V.
Candy; ‘‘Time Reversal in the Ocean Environment’’~SP! Chair: Darrell R.
Jackson; ‘‘Time Reversal in Random and Reverberating Media’’~SP! Chair:
George C. Papanicolaou; ‘‘Implementing the Classroom Acoustics Stan-
dard’’ ~NS/AA/SP! Chair: John Erdreich; ‘‘Acoustic Image Reconstruction
Using Tomographic Techniques’’~SP/AO/UW/BB! Chair: Sean K. Lehman;
‘‘Theory and Applications of Acoustic Time Reversal’’~SP! Chair: David H.
Chambers; ‘‘General Topics in Signal Processing I’’~SP! Chair: Leon H.
Sibul; ‘‘General Topics in Signal Processing II’’~SP! Chair: Deborah M.
Grove.

We had our ‘‘Best Young Presenter Award’’ in which a cash prize was
awarded to Liliana Borcea for the presentation entitled, ‘‘Imaging in Ran-
dom Media.’’ This presentation was part of the Topical Meeting: Time Re-
versal and Applications. We also offered a short course entitled, ‘‘Applied
Acoustical Digital Signal Processing.’’

At the 143rd ASA meeting in Pittsburgh, Pennsylvania, the SP spon-
sored or co-sponsored 4 sessions: 1 Hot Topics, 1 History presentations and
3 contributed sessions and 1 special session. These sessions were entitled:
‘‘Applications of Time Reversal Processing’’~SP! Chair: Leon H. Sibul;
‘‘History of Signal Processing in Acoustics’’~SP! by David I. Havelock
Chair: James V. Candy; ‘‘Signal Processing Techniques’’~SP! Chair: David
C. Swanson; ‘‘Shallow Water Propagation and Signal Processing’’~UW/SP!
Chair: David M. Deveau; ‘‘Hot Topics: Signal Processing in Acoustics’’
~SP! by James V. Candy Chair: Mardi C. Hastings; ‘‘Advances in Sonar
Imaging Techniques Including Synthetic Aperture and Computed Tomogra-
phy’’ ~SP/UW! Chairs: Brian Ferguson and Kerry W. Commander.

We had our ‘‘Best Young Presenter Award’’ in which a cash prize was
awarded to Brian R Rapids for the presentation entitled, ‘‘Forward-Scattered
Acoustic Intensity From Prolate Spheroids.’’ We offered a short course en-
titled, ‘‘Signal Processing for Machinery and Structural Fatigue Prognos-
tics.’’

In a concerted effort to enhance the communications between the
TC-SP and the other Technical Committees, Technical Liaisons~TL! were
created for each TC. A Technical Liaison is a member of the SP who rep-
resents the interests of the group to other Technical Committees~e.g. Un-
derwater Acoustics!. The TL would attend the SP meeting as well as his
particular Technical Committee. He would primarily facilitate the CO-
SPONSORING of joint sessions with SP~our charter! and the Committee
assuring no technical overlap with other sessions. The following SP mem-
bers are the current Technical Liaisons: Acoustical Oceanography-Jean-
Pierre Hermand, Animal Bioacoustics-Brian Ferguson, Architectural
Acoustics-Deborah Grove/Ning Xiang, Biomedical Ultrasound/Bioresponse
to Vibration-Sean Lehman, Engineering Acoustics-Stan Ehrlich, Musical
Acoustics-John Impagliazzo, Noise-Dave Evans/Joe Pope, Physical

Acoustics-Dave Havelock/Dave Chambers, Psychological and Physiological
Acoustics-Open, Speech Communication-Jose Diaz, Structural Acoustics
and Vibration-Stuart Bolton/Dave Swanson; Underwater Acoustics-Ed
Sullivan/Geoff Edelson.

We also would like to recognize Charles Gaumond and Jose Diaz for
constructing our first Student Challenge Problem on acoustical signal pro-
cessing which is now featured on both the ASA and TC-SP websites. This
problem is aimed to motivate~and award a cash prize! signal processing
students to participate in some of our activities.

We also would like to recognize our JASA Associate Editor for Acous-
tical Signal Processing, John C. Burgess. His efforts often go unnoticed, but
the results are clearly visible in a higher quality publication.

We are participating in Acoustics Research Letters Online~ARLO! and
James V. Candy is the Associate Editor for Acoustical Signal Processing.
This is an on-line medium offering the exploitation of color, imaging, sound
and various multi-media presentations with a rapid turn-around policy for
short articles~6-page! or letters. It is strictly complimentary to the normal
full-length JASA aeticles.

The efforts of David Evans on the Standards Committee are also im-
portant to the SP. Our representative on the Medals and Awards Committee
and Membership Committee are Stanley Ehrlich and David Havelock~re-
spectively!. We would also like to recognize, Dave Havelock for re-creating,
updating, and maintaining our website, another task that requires much ef-
fort but yield little return. Surf to our site and get all of the current tidbits of
information and links to other processing websites. Our web address is:
http://www.sao.nrc.ca/ims/asa_sp/StartHere.html. Our Gallery of Acoustics
still thrives through the efforts of Randy Smith and Preston Wilson and now
with Sean Lehman. Our Student Council member, Hassan Namarvar, con-
tinues to represent the TC-SP in a diligent manner.

Finally, but most important, we would like to congratulate our new
Fellows: Leon Sibul and David Swanson of Penn State University.

James V. Candy
Chair

Speech Communication

The Speech Technical Committee~TC! has been very active this past
year. The current members of the Committee are: Mariko Aoki, Shari R.
Baum, Catherine T. Best, Suzanne E. Boyce, Christopher S. Campbell, Rene
Carre, Randy L. Diehl, David Dorado, Carol Y. Espy-Wilson, Marios S.
Fourakis, Robert D. Frisina, Bruce Gerratt, John H. L. Hansen, Jean-Paul
Haton, Sarah Hawkins, John W. Hawks, Mark S. Hedrick, Megan M.
Hodge, Sun-Ah Jun, William F. Katz, Patricia A. Keating, Klaus J. Kohler,
Jody E. Kreiman, Charissa R. Lansing, Paul A. Luce, Nancy S. McGarr,
Diane L. Meador, Christopher A. Moore, Shrikanth S. Narayanan, John J.
Ohala, Dwayne Paschall, Deborah M. Rekart, Ian E. Rogers, Robert Ruiz,
Juergen Schroeter, Astrid Schmidt-Nielsen, Samuel A. Seddoh, Anu Sharma,
Caroline L. Smith, Janet W. Stack, Elaine T. Stathopoulos, Winifred Strange,
Mario A. Svirsky, Emily A. Tobey, Greg S. Turner, Rosalie M. Uchanski,
Nagalapura Viswanath, and Gary G. Weismer. The ex officio members of the
Committee are: Melissa Epstein, Keith R. Kluender, Anders Lofqvist, Shri-
kanth S. Narayanan, Douglas D. O’Shaughnessy, Christopher W. Turner,
Maureen L. Stone, and James M. Hillenbrand. Special thanks to our paper
sorters for the Technical Program, Betty Tuller and Gautam Vallabha for Ft.
Lauderdale, and Susan Shaiman and Emily Tobey for Pittsburgh. If you
would like to join the Committee, please contact Diane Kewley-Port.

Research Grants in Speech

There are two research grants under the purview of the Speech TC, the
Raymond H. Stetson Scholarship in Phonetics and Speech Production and
the Research Grant in Speech Science. The annual Stetson Scholarship sup-
ports a student in graduate study in scientific areas related to the field of
phonetics and motor speech production. The past year’s winner was Jeffery
Jones, Department of Psychology, Queen’s University, Canada and the
award was $3000. Patricia Kearing chaired a subcommittee composed of
William Katz, Roger Chan, Gary Weismer and James Hillenbrand to review
the selection criteria and mechanics of selection. The Research Grant in
Speech Science is a biannual award of $5000 supported by the Dennis Klatt
Memorial Fund. This fund resides in the American Speech-Language-
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Hearing Foundation~ASLHF!. Since the Fund’s inception the intention is
that ASLHF and ASA would jointly sponsor and support this research grant.
Over the past year Katherine Harris and Wayne Wright helped write a Memo
of Understanding that specifies their respective responsibilities and has been
signed between the two organizations of particular interest is that the review
panel for the grants will be selected by the Speech TC chair. The grant
recipient will be announced at the fall meetings of both ASLHA and ASA.
The competition, which closed June 14, was widely advertised in both so-
cieties this year. ASA members wishing to contribute donations to the Stet-
son Scholarship Fund can do so to the Acoustical Society Foundation, Inc.
Members who are interested in contributing to the Dennis Klatt Memorial
Fund should send their donations to the American Speech-Language-
Hearing Foundation.

Student Activities

The Committee sponsors two activities, an evening reception with
other technical committees, and competition with a cash award for best oral
or poster presentation, geared especially for students in Speech Communi-
cation. Attendance at the Ft. Lauderdale and Pittsburgh meeting student
receptions was excellent.

Over 20 students at each of the Ft. Lauderdale and Pittsburgh meetings
submitted their posters for consideration as the Best Student Paper Award.
Megha Sundara was selected for the Best Paper Award in Ft. Lauderdale.
Coordinators for the judging of the Best Student papers were Bruce Garratt
and Jody Krieman. Under the new guidelines, in Pittsburgh Miranda Cleary
was selected for the Best Paper Award, and Monica Padilla for the second
best paper. Coordinators for judging in Pittsburgh were John Hawks and
Marios Fourakis.

Melissa Epstein, now ‘‘Dr. Epstein,’’ has served as student council
representative for Speech three years. Recent initiatives include a job bulle-
tin board on the ASA web site, and coordinating roommates for students at
meetings. Our new student council representatives are Tessa Bent and Ching
Xu.

Associate Editors

Chris Turner and Keith Kluender will be relinquishing their editorships
in the Journal over the summer months. Both editors have served with
excellence. Anders Lofqvist and Douglas O’Shaughnessy will continue to
serve as associate editors. Joining them will be new editors Randy Diehl and
Peter Assmann.

Special Sessions

At the Ft. Lauderdale meeting, the Hot Topics session included speech
communication. An excellent presentation was made by Peter Assmann and
Philipos Loizou of the University of Texas at Dallas. Peggy Nelson helped
with our joint special session, ‘‘Speech intelligibility and the metrics used
for its evaluation.’’ In Pittsburgh, Speech TC participated in several special
sessions. Of particular interest was a session in memory of Peter Jusczyk on
‘‘The future of infant speech perception research,’’ chaired by Rochelle
Newman and Ruth Tincoff. In addition, a session ‘‘Models of phonetic cat-
egory formation and structure’’ was chaired by Andrew Lotto and Lori Holt.
Hideki Kawahara and Ingo Titze represented speech in a session, ‘‘Natural-
ness in synthesized speech and music.’’

Medals, Awards, and Fellows

Gary Weismer is the representative for Speech Communication to the
Society’s Medals and Awards Committee and Maureen Stone is our repre-
sentative to the Membership Committee which makes decisions regarding
Fellows of the Society. Please contact them if you wish to nominate an
individual for either honor.

Submitted by Diane Kewley-Port, Chair of Speech Communication
Technical Committee

Diane Kewley-Port
Chair

USA Meetings Calendar

Listed below is a summary of meetings related to acoustics to be held
in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

2002
2–6 Dec. First Pan-American/Iberian Meeting on Acoustics~Joint

Meeting: 144th Meeting of the Acoustical Society of
America, 3rd Iberoamerican Congress of Acoustics, and
9th Mexican Congress on Acoustics! Cancun, Mexico
@Acoustical Society of America, Suite 1NO1, 2 Hun-
tington Quadrangle, Melville, NY 11747-4502; Tel.:
516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org/cancun/cancun.html#.

2003
28 April–2 May 145th Meeting of the Acoustical Society of America,

Nashville, TN @Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org#.

5–8 May SAE Noise & Vibration Conference & Exhibition,
Traverse City, MI@P. Kreh, SAE International, 755 W.
Big Beaver Rd., Suite 1600, Troy, MI 48084; Fax: 724-
776-1830; WWW: http://www.sae.org#.

10–14 Nov. 146th Meeting of the Acoustical Society of America,
Austin, TX @Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org#.

2004
24–28 May 75th Anniversary Meeting~147th Meeting! of the

Acoustical Society of America, New York, NY@Acous-
tical Society of America, Suite 1NO1, 2 Huntington
Quadrangle, Melville, NY 11747-4502; Tel.: 516-576-
2360; Fax: 516-576-2377; E-mail: asa@aip.org;
WWW: asa.aip.org#.

22–26 Nov. 148th Meeting of the Acoustical Society of America,
San Diego, CA@Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org#.

Cumulative Indexes to the Journal of the
Acoustical Society of America

Ordering information: Orders must be paid by check or money order in
U.S. funds drawn on a U.S. bank or by Mastercard, Visa, or American
Express credit cards. Send orders to Circulation and Fulfillment Division,
American Institute of Physics, Suite 1NO1, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.:516-576-2270. Non-U.S. orders add $11 per
index.

Some indexes are out of print as noted below.
Volumes 1–10, 1929–1938: JASA and Contemporary Literature, 1937–
1939. Classified by subject and indexed by author. Pp. 131. Price: ASA
members $5; Nonmembers $10.
Volumes 11–20, 1939–1948:JASA, Contemporary Literature, and Patents.
Classified by subject and indexed by author and inventor. Pp. 395. Out of
Print.
Volumes 21–30, 1949–1958:JASA, Contemporary Literature, and Patents.
Classified by subject and indexed by author and inventor. Pp. 952. Price:
ASA members $20; Nonmembers $75.
Volumes 31–35, 1959–1963:JASA, Contemporary Literature, and Patents.
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Classified by subject and indexed by author and inventor. Pp. 1140. Price:
ASA members $20; Nonmembers $90.
Volumes 36–44, 1964–1968: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 485. Out of Print.
Volumes 36–44, 1964–1968: Contemporary Literature. Classified by sub-
ject and indexed by author. Pp. 1060. Out of Print.
Volumes 45–54, 1969–1973: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 540. Price: $20~paperbound!; ASA
members $25~clothbound!; Nonmembers $60~clothbound!.
Volumes 55–64, 1974–1978: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 816. Price: $20~paperbound!; ASA
members $25~clothbound!; Nonmembers $60~clothbound!.

Volumes 65–74, 1979–1983: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 624. Price: ASA members $25~paper-
bound!; Nonmembers $75~clothbound!.
Volumes 75–84, 1984–1988: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 625. Price: ASA members $30~paper-
bound!; Nonmembers $80~clothbound!.
Volumes 85–94, 1989–1993: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 736. Price: ASA members $30~paper-
bound!; Nonmembers $80~clothbound!.
Volumes 95–104, 1994–1998:JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 632. Price: ASA members $40~paper-
bound!; Nonmembers $90~clothbound!.
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BOOK REVIEWS

P. L. Marston
Physics Department, Washington State University, Pullman, Washington 99164

These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Editorial Policy: If there is a negative review, the author of the book will be given a chance to respond to
the review in this section of the Journal and the reviewer will be allowed to respond to the author’s
comments. [See ‘‘Book Reviews Editor’s Note,’’ J. Acoust. Soc. Am. 81, 1651 (May 1987).]

Foundations of Stuttering

Marcel E. Wingate

Academic Press, San Diego, 2002.
xxii1425 pp. Price: $75.00 (hardcover) ISBN: 0-12-759451-5.

Marcel Wingate has had a long and distinguished career during which
his main research focus has been on stuttering. In that time he has authored
four books~including the current one!. Each of the earlier volumes is char-
acterized by a clear writing style that gets immediately to the heart of the
issue at hand. He is a man of steadfast opinions and happily presents his
views and their support in a forthright manner. The current offering is no
exception as illustrated when he lays out his intention in the preface: ‘‘@The
book’s# objective is to establish a rational and scientifically defensible foun-
dation for the study and management of the disorder, based on the fact that
stuttering is manifestly a disorder of speech’’~Wingate, 2002, p. xvii!. As
with his earlier books, this represents a substantial contribution that, in the
space allowed for review, is hard to do full justice.

The structure of the volume is as follows: There are four chapters in
Part I. Chapters 1 and 2 criticize what he sees as a general, and unwarranted,
preoccupation of the cause of stuttering. The two following chapters give his
view about the objective specification of stuttering and what he considers to
be well-supported facts about the disorder. The five chapters in Part II look
at several forces that he considers obstruct a scientific study of the disorder.
Part III includes four chapters in which he looks at linguistic factors that are
associated with stuttering. Wingate holds the view that work on fluency and
speech production have received insufficient~in fact he says ‘‘minimal’’!
attention in the stuttering literature. The final chapter describes a strategy for
‘‘management’’ of the disorder based on the material in the previous chap-
ters.

There is a stylistic matter that will not suit all readers: The book does
not give detailed references in support of many of the points he makes
~number of references is approximately equal to the number of pages!. I
often found myself going in vain to a footnote in the hope that I might find
further details about some matter raised. Consequently, a reader relying on
this text alone has to accept Wingate’s distillation of the literature or, as he
puts it, the information that he considers ‘‘substantial, well-established, and
stable, and that can be defended as contributing positively to understanding
the basic substance of the disorder.’’~p. 3! As well as the problem associated
with lack of full references in the book, it also appears at times that he is
more familiar with the older literature. It is also apparent that the principal
focus throughout his career has been on adult, rather than childhood, stut-
tering.

Choice of the word ‘‘Foundations’’ in the title suggests that he sees this
contribution as providing aspects of the groundwork in the area with some
notion of permanence of the ideas. The facts that he presents to the reader
have a deductive theme to them~at least, one surmises, in Wingate’s mind!
that lead him to present conclusions as inescapable. As a consequence, the
text has a certain logical coherence. On the other hand, however, the thrust
of the volume depends to some extent on whether the reader accepts the
elements in his argument. Though I found myself agreeing with a lot of what
was said, many others were contentious to me and I am sure that a different
reviewer would find a different mix of acceptable and contentious points. He
also thinks the field is in a stage where theory about the disorder will not
advance our understanding. Theory, in contrast to modeling, fulfills the role

of unifying collected facts and drawing unforeseen predictions that can then
be tested. The thread of the argument wending from stuttering as a speech
disorder involving word onset, through onset and rhyme effects to the asso-
ciation of stuttering with stress nuclei, represents such a unifying view that
predicts which techniques will be successful at ameliorating the disorder and
which will not. At the very least, what is presented is more than a collection
of dispassionate facts. I will identify the major topics in each chapter that
Wingate considers.

The first chapter raises the view that theory is a ‘‘distracting topic.’’
Theories, he says, ‘‘typically are simply pragmatic techniques retrofitted to a
contended position’’~p. 4!. He also objects that they are preoccupied with
explaining the cause of the disorder. Instead of formulating theory, he es-
tablishes what he calls the three significant facts~all negative! about stutter-
ing ‘‘ ~1! its cause is unknown,~2! its essential nature is not understood, and
~3! there is no known cure’’~p. 11!. Chapter 2 critiques certain assumptions
researchers have made in the field and the knock-on effects these have for
explanations. The issues that I would single out here to alert readers about
are his view that stuttering can be assessed reliably, and the unsatisfactory
nature of current definitions. The former, in particular, is a hotly debated and
on-going topic~for instance, between protagonists of time interval analysis
and their critics!. The chapter culminates in his own ‘‘standard definition’’ of
stuttering that involves a hierarchy of features~speech predominant, motor
acts secondary, and emotional factors possibly associated!. The contrast be-
tween this definition and Johnson’s view of stuttering as a psychological
disorder is highlighted.

Chapter 3 looks at the factors behind stuttering in detail. He charac-
terizes stuttering by the occurrence of two types of phenomena:~1! iteration
~repetition! and ~2! inaction. He then goes on to talk about iteration and
protraction markers of stuttering events. There are four major points I noted
about this chapter.~1! Iteration is used in preference to repetition as repeti-
tion can involve complete segments~as, for instance, in Johnson’s typology
of stuttering events that is discussed later in the book!. Wingate considers
that repetitions involving one or more whole words are not stuttering.~2!
The iteration and protraction occurs at the onset of a word~or syllable!. ~3!
The problem of stuttering involves making the transition between conso-
nants at onset and a subsequent vowel.~4! ~Referring back to the reliability
issues first raised in Chap. 2! the stuttering events as Wingate defines them
can be identified reliably~that might be brought about by concentration on
iterated and protracted events, though this point is never defended!.

Chapter 4 presents a selection of research findings that Wingate con-
siders are reliable~p. 11!. His selection starts with singing, rhythmic speak-
ing, masking, and delayed auditory feedback~DAF!, all of which ameliorate
the disorder. Though this selection is sold to the reader by the reliability
criterion, it is, to some extent subjective. In particular, the selection lends
itself to Wingate’s interpretation, in Chap. 2, that the problem of stuttering
involves making a transition from the consonant onset to the following
vowel. Both the interpretation and the selection can be criticized. In singing,
for example, he presents data from Vennard and Irwin~1966! on consonant
and vowel ~C-V! time in speech and song and states that ‘‘An obvious
difference is that, in singing, there is a clear emphasis on voicing, as ex-
pressed through the vowel forms of the lyrics’’~p. 66!. What the data actu-
ally show is that vowels take up the majority of time and that all phones are
lengthened in singing proportional to the time they take in speech. This is an
important point as, rather than showing that fluency-enhancing procedures
affect the vowel~the C-V juncture in particular!, the finding may just show
that slowing speech ameliorates the problem that is an explanation that
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would apply to other procedures as well as those selected. Concerning his
selection of studies, those on auditory influences are somewhat dated. Mask-
ing and DAF have undesirable side effects on speech. More recent tech-
niques like frequency-shifted feedback~FSF! avoid these side effects~How-
ell et al., 1987! and have been the subject of extensive research
investigation. FSF is also available as a portable aid for the treatment of
stuttering. FSF receives no mention in the volume either as a fluency-
enhancing technique or in his consideration of devices~p. 377!, possibly
because they do not fit with his view that effective amelioration needs to
operate specifically on the vowel portion.

Next he considers three related topics—that stuttering is a disorder of
childhood, it remits in many individuals, and has a prevalence of about 1%.
As he says, the interrelationship between these ‘‘is captured by pointing out
that prevalence of stuttering is some function of age because many stuttering
youngsters no longer stutter as childhood passes’’~p. 70!. One might ask,
given Wingate’s position that stuttering is a speech disorder, what aspect of
speech has changed that leads some children to cease stuttering? I will offer
some observations on this that also touch on point~1! I picked up on in
Chap. 3, later in this review. Wingate’s own focus on these matters is to
caution about the supposed development of stuttering insofar as it leads to a
preoccupation with ‘‘learned behaviors’’~harping back to the issue about
Johnson’s work raised in the first chapter! whereas, for him, it is a disorder
of speech production. Other topics covered are genetics, the gender ratio,
mental retardation, personality, and universality.

Chapter 5 contains a coherent argument about whether understanding
about the disorder is informed by the testimonies of people who stutter.
Self-help groups will obviously have something to say about this, but it is
not a topic I would wish to comment on. Chapter 6 discusses ‘‘deceptive
concepts’’ where he debunks different extant ‘‘theories.’’ The consideration
includes the distraction hypothesis of Bloodstein~1993! where stuttering is
regarded as being ameliorated by distracting events~such as those consid-
ered in Chap. 4!; whether consonants are more difficult than vowels;
whether people who stutter avoid difficult sounds or feared words; why
stuttering decreases when speaking the same material on subsequent occa-
sions~the adaptation effect!; and whether people who stutter anticipate their
stuttering and attempt to avoid difficult sounds. These can pass with no
comment other than alerting readers who would not want these dismissed as
‘‘deceptive.’’ A section on the two most important variants of learning
theory~learning theory and conflict theory! that relate to the avoidance topic
in the preceding list, follows. Both these variants, Wingate concludes, ‘‘lack
scientific merit’’ ~p. 129!. Once again there are specialists around who will
want to pick up on this and other details of this argument. For instance,
though there was an initial connection between Johnson’s original ideas
about stuttering as a psychological problem and learning, it is not clear
whether current practitioners using learning theory would necessarily want
to link their ideas to Johnson’s as Wingate implies.

Chapter 7 offers some directives on tightening up terms used in the
field. Some~like whether the word ‘‘stutterer’’ is acceptable rather than the
term ‘‘person who stutters’’! are not issues that I would want to defend or
criticize. His point about this example is that the ‘‘er’’ at the end of ‘‘stut-
terer’’ is an agentive suffix and, as such, does not include anything dispar-
aging about individuals who are referred to by this term. Other issues he
raises~like the use of disfluency/dysfluency! are matters that professional
associations rule on. However, there are more substantive issues raised in
this chapter.~1! Repetition includes repetition at a variety of levels~an issue
first raised in chapter three!. ~2! Hesitation events need subdividing and
related to findings on fluent speech.~3! From the iteration-inaction perspec-
tive, stuttering only occurs on the first part of words. Therefore, whole word
repetitions are not stuttering events@as in Conture’s~1990! within word-
between word scheme for classifying stutters#. ~4! Similarly, Yairi and Am-
brose’s ~1992! ‘‘stuttering like disfluencies’’ are not stuttering events. A
propos the latter, Wingate’s categorical definition implies that they either
are, or they are not, stuttering, there is no half way about it~as use of the
word ‘‘like’’ implies !.

Both Conture and Yairi and Ambrose are concerned with stuttering in
childhood that is not Wingate’s specialization. Whole word repetition is
common in children diagnosed by clinicians as stuttering and such repeti-
tions occur mainly on function words~Howell et al., 1999!. Older speakers
who stutter have problems on the first part of content words, which are the
true signs of stuttering for Wingate~Howell et al., 1999!. The EXPLAN
theory developed by my research group maintains that both these are indi-

cations of an underlying problem in the vicinity of function and content
words that are grouped together phonologically. In an utterance like ‘‘I split
it,’’ for example, the problem is considered to be the time taken to generate
the spl-cluster. More time is needed to generate the rest of the plan~‘‘-it’’ in
this case!, and stuttering does not arise out of some error-prone planning
process. According to EXPLAN, children who repeat function words are
dealing with the unavailability of the last part of the plan by repetition and
hesitation that stalls the time of onset of the following word, allowing more
time for the generation of the last part. Adults who stutter advance from the
function word to the first part of ‘‘split’’ trusting that the remaining part will
be generated in the time taken for execution of the first part. If this fails,
stuttering involving onsets on content words ensues. Howellet al. ~1999!
have shown that the two ways of dealing with this problem are reciprocally
related over age groups. Thus, young children who stutter show a high
proportion of word repetition on function words but a low rate on content
words whereas adults who stutter show the opposite. This exchange between
stuttering event types would not be captured if Wingate’s way of identifying
stutterings was adopted. It should be noted in passing that it also gives a
different interpretation of the role of pauses~Howell and Au-Yeung, 2002!.
It suggests that the notions behind Conture’s ideas about between and within
stutterings~associated with function and content words, respectively! and
Yairi and Ambrose’s~1992! notion of stuttering-like disfluencies that em-
phasize the importance of context may provide important information about
the way stuttering develops. Wingate denies such demonstrated development
of the disorder over ages~as put emphatically on p. 372 ‘‘Stuttering does not
‘develop’ ’’ !. The theory also has treatment implications that are not ‘‘retro-
fitted’’ that have been tested~Howell et al., 2001!.

Chapter 8 makes the point that stuttering is not a form of speech that is
related to normal nonfluencies~i.e., fluency breakdowns that fluent individu-
als suffer!. ~This topic is also aired in Chap. 10.! Chapter 9 stresses the
importance of assessing speech and emphasizes that familiarity with written
forms of language can be misleading to investigators and to sufferers of the
disorder.

It is pointed out in Chap. 10 that there is a wealth of literature on fluent
speakers that has ramifications about stuttering@particularly Goldman-
Eisler’s ~1968! work on pause phenomena, the frequency with which they
occur and that they are inherent to speech processes, not a disturbance to
those processes#. On p. 200 he argues that people who stutter lie outside the
range of what is normal in these respects~offering further support for his
view that stuttering is an identifiable disorder, not nonfluent speech at the
limits of the normal range!. Picking up on the point about dated references
made in paragraph 3, that bear on the issues raised in Chap. 7, Wingate does
not seem to be familiar with a lot of important recent work on the role of
pausing and repetition~Chap. 7! in fluent speech and in stuttering, for in-
stance, Gee and Grosjean’s work that shows pause location is not syntacti-
cally determined, and Levelt’s~1983! perspective about hesitation phenom-
ena ~point of interruption! and repetition of words~retraces, which are a
form of word repetition in repairs!. Levelt’s ~1989! later work does get
passing mention at other points in the book, but not the perspective he has
given of fluency breakdown as a contextual effect that led to the covert
repair hypothesis~Postma and Kolk, 1993!. The latter is paid lip service at
other points in the volume. Chapter 10 finishes with a critique of Johnson’s
categories for scoring stuttering that Wingate regards as obscuring the
clearcut differences between the fluency groups considered.

Chapter 11 presents some details the author considers necessary to
understand ‘‘normal speech processes.’’ The second half of this chapter con-
tains a review of some important old studies on usage of different word
types~function and content!. The high usage of content words in early life is
documented. The introduction of function words into speech with onset of
syntax and changes in frequency of use may afford the basis of an explana-
tion of developmental changes, but this topic is not developed. Increased
speech rate over age groups appears to be brought about by ceasing using
filled pauses~p. 277! and it is possible that children who stutter have diffi-
culties making this transition~an issue, again, that is not discussed!. The
reader’s attention is, however, drawn to aspects of lexical retrieval that
change over development that may also address developmental changes in
forms of fluency breakdown in fluent speakers. On p. 317, he notes that
children’s speech is simpler, has a limited vocabulary, slower, has clearer
pauses and has a degree of redundancy. These are aspects how speech, not
stuttering~as in Chap. 10!, develops that might impact on the disorder. No
indication is given, however, whether these could lead to, for example,
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remission of the disorder in younger children~that is acknowledged on p. 70
in Chap. 3!. Wingate’s view that stuttering is a disorder of speech involving
word onsets is extended. Content words carry stress in English and are the
words that attract Wingate’s form of stuttering~Howell et al., 1999!. The
stress on content words may prevent speakers who stutter from blending the
onset with the later part of the word~developed further in Chap. 12!.

Chapter 12 builds on Wingate’s~1988! review on linguistic determi-
nants. He now sees grammatical class~content/function! as the principal
underlying factor. Though the word-type distinction is important~Howell
et al., 1999!, its essence is that it unifies several disparate influences~as
Wingate recognizes, p. 313!. However, the unification offered is to some
extent language-specific~for instance, two differences between Spanish and
English are that in the former there is less of a difference between function
and content words in terms of phonological difficulty and that function
words can carry stress in Spanish! that affect how the function-content dis-
tinction captures these attributes. Thus, different ways of specifying some of
the variables controlling stuttering are needed for languages with different
structural properties.

Chapter 13 includes details of the neural background that is largely
restricted to an examination of the cerebral cortex and the thalamus. Little is
said about brain imaging that has implicated other structures such as the
cerebellum~see for instance, Inghamet al., 1997!.

Overall the volume presents a strong, clearly articulated position by
one researcher. Such a strong statement is good for the field. Whether it is
right in its entirely or in some of its foundation elements will be an issue
debated for some years to come.
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6,368,292

43.25.Vt METHOD FOR USING ACOUSTIC SHOCK
WAVES IN THE TREATMENT OF MEDICAL
CONDITIONS

John A. Ogden and John F. Warlick, assignors to Healthtronics,
Incorporated

9 April 2002 „Class 601Õ2…; filed 22 December 1999

The patent relates to methods for medical treatment of pathological
conditions through the use of acoustic shock waves. Such pathological con-
ditions include possibly planar warts, deep bone bruises, prostate cancer,
benign prostatic hypertrophy, urinary incontinence, and spinal cord injuries,
including the reduction or removal of scar tissue to aid in spinal cord
regrowth.—DRR

6,359,991

43.38.Bs GREETINGS OR THE LIKE CARD

Henry Azima et al., assignors to New Transducers Limited
19 March 2002 „Class 381Õ152…; filed in the United Kingdom 2

September 1919

In the continuing stream of patents from NXT, this one is for using a
thin honeycomb panel for a greeting card so that the panel itself can be used
as the vibrating membrane.—MK

6,349,141

43.38.Fx DUAL BI-LAMINATE POLYMER AUDIO
TRANSDUCER

Robert D. Corsaro, assignor to the United States of America as
represented by the Secretary of the Navy

19 February 2002„Class 381Õ190…; filed 10 October 2000

The basic device is a kind of active leaf spring. A flexible, laminated
assembly includes PVDF film strips22 and32. Applied voltage expands or
contracts the strips lengthwise, changing the height of the assembly along

axis50. An array of these flextensional motors can be covered by a flat panel
to form a thin, very light, loudspeaker. As with all such devices, the stiffness
of the air trapped under the panel severely restricts low-frequency efficiency
unless the air is vented to a relatively large rear cavity.—GLA

6,359,990

43.38.Hz PARAMETRIC RING EMITTER

Elwood G. Norris, assignor to American Technology Corporation
19 March 2002„Class 381Õ77…; filed 18 August 1998

By modulating a beam of ultrasonic energy, audible sound can be
made to emanate from empty air. Considerable work has been devoted to
this concept in recent years, but practical utilization seems to involve as
many shortcomings as benefits. The patent suggests that a ring-shaped emit-
ter of proper dimensions can be substantially more efficient than a continu-
ous emitting surface of the same diameter.—GLA

6,351,542

43.38.Ja LOUDSPEAKERS WITH PANEL-FORM
ACOUSTIC RADIATING ELEMENTS

Henry Azima et al., assignors to New Transducers Limited
26 February 2002„Class 381Õ345…; filed in the United Kingdom 2

September 1995

Transducer9 and sound-radiating panel2 form a distributed mode
loudspeaker, as described in several earlier patents. At low frequencies the
panel is pneumatically driven by fluctuating air pressure from woofer42
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conducted through pipe90. Since air is compressible, the system as drawn is
actually some kind of multi-resonant bandpass arrangement, which may or
may not be what the inventors had in mind.—GLA

6,359,996

43.38.Ja SPEAKER DEVICE

Yoshio Ohashi, assignor to Sony Corporation
19 March 2002„Class 381Õ401…; filed in Japan 19 November 1998

In this induction speaker, primary coil17A is fitted with a positioning

collar 19A to simplify assembly and allow closer tolerances, thus improving
efficiency.—GLA

6,353,670

43.38.Ja ACTIVELY CONTROL SOUND
TRANSDUCER

Donald R. Gasner, Torrance, California
5 March 2002 „Class 381Õ96…; filed 27 August 1997

Loudspeaker experimenters are fascinated by ‘‘isobaric’’ designs in
which the air cavity behind a loudspeaker73 is effectively enlarged by the
action of a second loudspeaker79. The inventor rightly points out that, with
a suitable signal to the rear speaker, such a system can produce a variety of

effects not possible with a passive air chamber. Yes, but couldn’t those same
effects be produced by feeding a suitable signal to the front speaker and
dispensing with all the other paraphernalia?—GLA

6,356,643

43.38.Ja ELECTRO-ACOUSTIC TRANSDUCER

Makoto Yamagishi and Masao Fujihira, assignors to Sony
Corporation

12 March 2002„Class 381Õ349…; filed in Japan 30 January 1998

The inventors have discovered that a loudspeaker enclosure in the
shape of a doughnut miraculously eliminates standing waves, lowers distor-
tion, and smooths frequency response. To support these assertions, compara-
tive test results are shown: a conventional vented box versus a vented

doughnut, and a conventional sealed box versus a sealed doughnut. To this
reviewer, the conventional enclosures fare somewhat better, although per-
formance is generally comparable. Apparently, distortion is in the eye of the
beholder.—GLA

SOUNDINGS

1234 J. Acoust. Soc. Am., Vol. 112, No. 4, October 2002 Reviews of Acoustical Patents



6,356,642

43.38.Ja MULTI-SPEAKER SYSTEM

Takeshi Nakamura et al., assignors to Murata Manufacturing
Company, Limited

12 March 2002„Class 381Õ342…; filed in Japan 27 December 1997

The upper ‘‘saltshaker’’ speaker assembly includes dome diaphragm
12 and rear labyrinth30 exiting through openings54. This is described in
two earlier patents~United States Patents 5,802,196 and 5,896,460! whose

filings go back to 1996. The latest variant includes woofer84 mounted in
vented base cabinet72.—GLA

6,359,997

43.38.Ja LOUDSPEAKER HAVING RADIALLY
MAGNETIZED MAGNETIC RING

Stefan Geisenberger and Gerhard Krump, assignors to Harman
Audio Electronic Systems GmbH

19 March 2002„Class 381Õ412…; filed in Germany 26 April 1996

A gapless moving coil loudspeaker relies on stray flux from a radially
magnetized permanent magnet to energize its voice coil. ‘‘As can easily be
seen, the induction from radially magnetized permanent magnets12 is con-
stant along the jacket surfaces19, 20 so that the voice coil16 moves in a

homogeneous magnetic field along its entire deflection path, which in the
final analysis leads to a very linear operation of the loudspeaker10.’’—GLA

6,351,543

43.38.Kb MICRO-MICROPHONE

Hugo Lenhard-Backhaus and Richard Pribyl, assignors to AKG
Acoustics GmbH

26 February 2002„Class 381Õ360…; filed in Austria 23 March 1999

Tiny ‘‘grain of wheat’’ microphones worn by performers are often in
direct contact with the skin. Air pressure equalization for the chamber be-
hind the diaphragm is normally provided by a small opening which can
allow moisture to contaminate the interior of the microphone. The invention
solves this problem by interposing a watertight flaccid membrane which
effectively seals the interior of the microphone, yet can deform sufficiently
to provide pressure compensation.—GLA

6,353,584

43.38.Md REPRODUCING AND RECORDING
APPARATUS, DECODING APPARATUS,
RECORDING APPARATUS, REPRODUCING AND
RECORDING METHOD, DECODING METHOD
AND RECORDING METHOD

Tomohiro Koyata, assignor to Sony Corporation
5 March 2002 „Class 369Õ47.13…; filed in Japan 14 May 1998

Sony’s ATRAC coder was used in the Minidisk™. This patent notices
that you can change the ‘‘acoustic characteristics’’ of the final output by
scaling the coded parameters. Besides fade in and out, limiting and com-
pression are also possible.—MK

6,366,545

43.38.Md REPRODUCING AND RECORDING
APPARATUS, DECODING APPARATUS,
RECORDING APPARATUS, REPRODUCING AND
RECORDING METHOD, DECODING METHOD
AND RECORDING METHOD

Tomohiro Koyata, assignor to Sony Corporation
2 April 2002 „Class 369Õ59.16…; filed in Japan 14 May 1998

This is another ATRAC™ patent from Sony, basically identical, word
for word, with United States Patent 6,353,584, reviewed above.—MK

6,366,971

43.38.Md AUDIO SYSTEM FOR PLAYBACK OF
WAVEFORM SAMPLE DATA

Tokiharu Ando and Takashi Suzuki, assignors to Yamaha
Corporation

2 April 2002 „Class 710Õ53…; filed in Japan 9 January 1998

This patent describes the mechanisms behind a PCI audio card with
multiple input channels and using burst transfers across the bus to an on-
board memory. The patent is neither grammatically written nor intended to
be understood.—MK
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6,372,974

43.38.Md METHOD AND APPARATUS FOR
SHARING MUSIC CONTENT BETWEEN DEVICES

Mark T. Gross and Robert A. Jacobs, assignors to Intel
Corporation

16 April 2002 „Class 84Õ609…; filed 16 January 2001

This clearly patents the obvious. Infrared transfer of data between
calculators or computers has been used for many years. Change the device
to an MP3 player and that’s it.—MK

6,356,644

43.38.Si EARPHONE „SURROUND SOUND…

SPEAKER

Alex Pollak, assignor to Sony Corporation; Sony Electronics,
Incorporated

12 March 2002„Class 381Õ371…; filed 20 February 1998

To reproduce surround sound through headphones one might argue
that each ear should be surrounded by transducers. A number of such de-
signs have already been patented. In this Sony variant, one speaker23

projects sound directly into the auricle. At least one additional speaker24 is
located farther away. Signals to the two speakers may be delayed, filtered,
fed from separate channels, or any combination thereof.—GLA

6,349,285

43.38.Vk AUDIO BASS MANAGEMENT METHODS
AND CIRCUITS AND SYSTEMS USING THE
SAME

Pu Liu et al., assignors to Cirrus Logic, Incorporated
19 February 2002„Class 704Õ500…; filed 28 June 1999

Owners of home theater systems are familiar with setup menus that
allow each loudspeaker to be categorized as small, medium, or large. The
system uses this information to set high-pass filters for each speaker. At the
same time, two or more channels may be summed and the combined signal
fed through a low-pass filter to a subwoofer. This process is essentially what
the patent sets forth except that everything, including the filters, is imple-
mented in software.—GLA

6,364,509

43.38.Zp SOUND RESPONSIVE ILLUMINATION
DEVICE

Clifford Johnson III, assignor t o J & J Creative Ideas
2 April 2002 „Class 362Õ252…; filed 30 June 2000

As if we are not besieged enough by ‘‘boom cars,’’ along comes this
device for converting audio signals into a light show through conversion of

audio sound signals into electrical signals to control ‘‘musical’’ lights.—
DRR

6,368,293

43.40.Ng RELAXATION DEVICE

Eric P. Orgeron, River Ridge and Philip J. Delatte, Metairie, both
of Louisiana

9 April 2002 „Class 601Õ15…; filed 23 December 1999

The device is a vibrating helmet intended to reduce tension and help a
person to relax. It is made of a relatively soft, pliable material, with a
relatively hard material such as PVC, ABS, PET, or some other plastic
recessed therein in a network to transmit vibration from a central vibrator

through the helmet. A small motor could generate the vibration and would
have a speed control to vary the vibration intensity. The electric source of
the vibration would be remote from the helmet to avoid any EMF
problems.—DRR
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6,362,746

43.40.Yq METHOD AND SYSTEM FOR
MONITORING VIBRATION OF ROBOTS IN AN
AUTOMATED STORAGE LIBRARY

Timothy C. Ostwald, assignor to Storage Technology Corporation
26 March 2002„Class 340Õ683…; filed 27 March 2001

This is a method and system for using a robot to store and retrieve
digital media in an automated library of media storage cells, each housing a
single media~e.g., a cartridge, CD, or DVD!. The robot mechanism operates
by moving through the storage library to access the media in the storage

cells. The robotic mechanism includes a vibration sensor which triggers the
controller to indicate abnormal vibration of the robotic mechanism. If such
is the case, the controller generates a warning signal to alert the operator of
a possible problem prior to the actual failure of the robotic mechanism.—
DRR

6,370,957

43.40.Yq VIBRATION ANALYSIS FOR PREDICTIVE
MAINTENANCE OF ROTATING MACHINES

Alexander Filippenko et al., assignors to Square D Company
16 April 2002 „Class 73Õ660…; filed 31 December 1999

A method is disclosed for determining the operational condition of a
rotary machine. The method includes monitoring the machine under a base-
line operating condition and baseline vibrational data. To facilitate detection

of mechanical defects, the machine’s mechanical vibration is converted to its
electrical analog by a piezoceramic sensor, preconditioned, digitized, and
recorded into a memory. The collected vibration data is used to calculate a
set of statistical parameters of vibration such as root mean square~rms!,
kurtosis, crest factor, and high-frequency enveloping~HFE!, as well as
trending the mean values of selected areas of the averaged spectra.—DRR

6,371,240

43.55.Pe ANECHOIC CHAMBER

Robert W. Hayes and John Phillips, assignors to Austin Acoustic
Systems, Incorporated

16 April 2002 „Class 181Õ30…; filed 23 May 2000

This modular anechoic panel system incorporates a structural support,
a wedge base, and a separate removable wedge tip. The base has a metal and
gypsum backing for improved transmission loss performance, and an air-

space for added low-frequency absorption. The wedge tip is protected by
perforated metal and is attached to the base with a compression clip so it is
easily removable.—CJR

6,368,438

43.55.Ti SOUND DEADENING AND STRUCTURAL
REINFORCEMENT COMPOSITIONS AND
METHODS OF USING THE SAME

Chin-Jui Chang and Gerald Fitzgerald, assignors to Sika Cor-
poration

9 April 2002 „Class 156Õ79…; filed 7 February 2000

The patent describes an expandable sealant and baffle composition for
sealing hollow structural members of vehicles. The composition comprises a
mixture of thermoplastic resin and epoxy resin that are injection moldable
and lightweight. This foam can create a freestanding, self-sustaining support
when injected onto a lattice-type nylon framework.—CJR

6,353,391

43.58.Wc BABY BOTTLE LOCATING SYSTEM

Kenneth N. Shearer, Medford, Oregon
5 March 2002 „Class 340Õ573.1…; filed 15 September 2000

Lost baby bottles cause pain and suffering for both child and parent.
It’s obvious that just like a lost car in the mall parking lot, all you need is a
radio transmitter and a sound emitter.—MK
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6,360,476

43.58.Wc AUDIBLE FISHING LURE

Nelson Anastacio, Toronto, Ontario, Canada
26 March 2002„Class 43Õ42.31…; filed 18 April 2000

It is claimed that fish are attracted to sounds and hence a propeller78,
80 can be a sound generation mechanism. When the lure is pulled, the

propeller rotates, hitting edge34, producing a clicking sound. Experimental
results are not presented.—MK

6,371,053

43.58.Wc SIMULATED MOUSE TOY HAVING A
PRERECORDED SOUND CHIP THEREIN

Steven Tsengas, Mentor, Ohio
16 April 2002 „Class 119Õ707…; filed 7 January 2000

The inventor claims that cats particularly enjoy squeaking mice. So, by

inserting a sound chip14 into the body of a mechanical mouse, then your cat
will be exercised and derive greater joy—worthy of 19 claims.—MK

6,363,514

43.60.Bf SOUND REPRODUCING SYSTEM AND
METHOD CAPABLE OF DECODING AUDIO DATA
EVEN IN CASE OF FAILURE OF DETECTING
SYNCWORD

Takahiro Kawai and Chuya Hayashi, assignors to Mitsubishi
Denki Kabushiki Kaisha

26 March 2002„Class 714Õ798…; filed in Japan 14 July 1998

This is a sound reproduction system that decodes audio data from
frames, each provided with a syncword. Normally, a frame in which sync-
word detection fails would not be decoded. According to the patent, how-
ever, the frame would be decoded if a syncword is detected in a subsequent
frame, if the bit stream information in the subsequent frame is proved cor-
rect, and if no cyclic redundancy check~CRC! error is detected~when CRC
is included!.—DRR

6,363,155

43.60.Lq PROCESS AND DEVICE FOR MIXING
SOUND SIGNALS

Ulrich Horbach, assignor to Studer Professional Audio AG

26 March 2002 „Class 381Õ17…; filed in Switzerland 24 September
1997

The patent describes a process and device for mixing sound signals.
The process includes separating the signals and selectively delaying each
separated signal. The process also includes selectively weighting each sepa-
rated and delayed signal and adding the weighted signals into an intermedi-
ary signal. The intermediary signals may then be filtered and added to form
an output signal. Each of multiple input channels may be composed of
partial input channels, a decoder providing coupling between partials, inter-
mediaries, and outputs.—DRR

6,370,255

43.66.Ts LOUDNESS-CONTROLLED PROCESSING
OF ACOUSTIC SIGNALS

Artur Schaub and Remo Leber, assignors to Bernafon AG

9 April 2002 „Class 381Õ107…; filed in Switzerland 19 July 1996

Loudness-controlled signal processing of acoustic signals within a
hearing aid takes place completely in the time domain, avoiding conversion
to the frequency domain with processing-intensive fast Fourier transforms.
The traditional division of the audio frequency range into subbands, and the
similar processing required in each subband, is also avoided. This technique
is said to result in processing for loudness compensation with shorter delay
times, less computational requirements, and lower power consumption. The
goal of the processing is to ensure that the loudness of sounds perceived by
hearing aid wearers is similar to that heard by normal-hearing persons.—
DAP
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6,366,678

43.66.Ts MICROPHONE ASSEMBLY FOR HEARING
AID WITH JFET FLIP-CHIP BUFFER

Peter Madaffari et al., assignors to Sarnoff Corporation; Tibbetts
Industries, Incorporated

2 April 2002 „Class 381Õ324…; filed 6 January 2000

A hearing aid electret microphone assembly includes a canister, a
backplate12, and a substrate16, the latter two defining a cylindrical back
chamber. A JFET buffer10, mounted on the substrate, has its gate attached
directly to the backplate via conductive epoxy, thus keeping stray capaci-

tance low and allowing use of FR4 printed circuit board material instead of
a higher cost ceramic substrate. Components for the hearing aid amplifier
are mounted on a second printed circuit substrate50 also contained inside
the microphone, thus eliminating several external wire connections.—DAP

6,366,863

43.66.Yw PORTABLE HEARING-RELATED
ANALYSIS SYSTEM

Gordon J. Bye et al., assignors to Micro Ear Technology
Incorporated

2 April 2002 „Class 702Õ57…; filed 9 January 1998

To facilitate portability, small size, low cost, and convenience, the
electronics for a hearing aid programmer, an audiometer, and a real ear

hearing aid output measurement system are each packaged on PCMCIA
cards. If a lap top, notebook, or hand-held host computer contains more than
one PCMCIA slot, one or more of these instruments may be used. The
PCMCIA cards have physical and electrical interfaces for attaching pro-
gramming cords, headphones, insert earphones, patient response means,
loudspeakers, and probe microphones for use in the three applications.—
DAP

6,358,111

43.72.Àp INTERACTIVE TALKING DOLLS

Peter Sui Lun Fong, Monterey Park, California and Chi Fai Mak,
Kowloon, Hong Kong Special Admin. of the People’s Republic of
China

19 March 2002„Class 446Õ297…; filed 10 October 2000

The basic premise is simple enough: put a microprocessor and an
infrared sensor in a doll and then it can communicate and converse with
other similarly equipped dolls or TV remotes. The patent includes many
hardware design details.—MK

6,366,886

43.72.Ne SYSTEM AND METHOD FOR PROVIDING
REMOTE AUTOMATIC SPEECH RECOGNITION
SERVICES VIA A PACKET NETWORK

Pamela Leigh Dragoshet al., assignors to AT&T Corporation

2 April 2002 „Class 704Õ270.1…; filed 24 March 2000

Automatic speech recognition~ASR! is made accessible at a remote
location utilizing client-server communication over a packet network. Using
ASR to order pizza over the Internet is an example provided in the patent. A
grammar for the phrase to be recognized includes responses for size~i.e.,

large, medium, small! and a choice of topping. ASR is performed on stream-
ing digitized speech from the client. The ASR server returns streaming text
as it is recognized, even as ASR continues processing additional speech
from the client. Returning recognized text quickly allows the client to pro-
vide corrections to text returned earlier for previously recognized speech.—
DAP
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6,348,646

43.75.Gh MUSICAL INSTRUMENT STRINGS AND
METHOD FOR MAKING THE SAME

Anthony Parker, Newton, Pennsylvania and Peter J. Rohrbacher,
Bordentown, New Jersey

19 February 2002„Class 84Õ297 R…; filed 28 August 2000

The inventors propose the use of a cathodic core15 ~such as Ni or Ti!
covered by a polymeric sheathing19. It is claimed to exhibit ‘‘superior

corrosion resistance and quality’’ and ‘‘low tension at pitch for reduced
stress on musical instruments.’’ The patent is written clearly and with a
historical bent.—MK

6,372,971

43.75.Gh MODIFIED STRINGED MUSICAL
INSTRUMENT

Jack Rogers, Hillsboro, Ohio
16 April 2002 „Class 84Õ298…; filed 24 May 2000

The inventor has added a variable damper to the guitar bridge. The
patent states that this ‘‘reduces the stress on the musical instrument, im-

proves the sound of the instrument and increases the operative life span of
the instrument.’’—MK

6,362,407

43.75.Hi DRUM PRACTICE PADS AND DRUM PAD
MUSICAL INSTRUMENTS

Denny R. Dennis, Garden Grove and Marcel R. Daignault,
Anaheim, both of California

26 March 2002„Class 84Õ411 P…; filed 27 April 2000

Drum pads need to be quiet. This patent proposes a maple substrate
with a rubber covering. Surely this belongs to the obvious category?—MK

6,369,304

43.75.Hi SELECTED PERCUSSION ADDITIONS
FOR STRINGED MUSICAL INSTRUMENTS

Nancy Tucker, Beacon Falls, Connecticut
9 April 2002 „Class 84Õ291…; filed 20 March 2001

Drumming the top plate of a guitar is a well-known technique for
adding percussive effects. The inventor proposes the addition of insertable
percussion ‘‘additions’’ to the offset sound holes in commercial guitars.
Additional miking may be required.—MK

6,362,406

43.75.Kk SHAKEN IDIOPHONE

Raymond Enhoffer et al., assignors to Latin Percussion,
Incorporated

26 March 2002„Class 84Õ402…; filed 17 January 2001

Take two halves22 and24, attach them together with a screw and a

spring50, and you have an instrument worthy of shaking. The spring pro-
vides for a volume that will vary depending on hand pressure.—MK
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6,359,207

43.75.Mn POSITION TRANSDUCER SYSTEM WITH
BUILT-IN CALIBRATOR FOR MOVING
OBJECT, METHOD FOR ACCURATELY
DETERMINING POSITION OF MOVING OBJECT
AND KEYBOARD MUSICAL INSTRUMENT
EQUIPPED WITH THE POSITION TRANSDUCER
SYSTEM

Yasuhiko Oba et al., assignors to Yamaha Corporation
19 March 2002„Class 84Õ658…; filed in Japan 23 October 1998

To accurately reproduce a piano tone on a player piano, the key
velocity must be measured, stored, and then mechanically reproduced.
Another Yamaha Disklavier™ patent, it includes details of the sensor
and suitable modifications to the hammer mechanism with actuators.—
MK

6,362,405

43.75.Mn HYBRID MUSICAL INSTRUMENT
EQUIPPED WITH STATUS REGISTER FOR
QUICKLY CHANGING SOUND SOURCE AND
PARAMETERS FOR ELECTRONIC TONES

Shinya Koseki and Haruki Uehara, assignors to Yahama
Corporation

26 March 2002„Class 84Õ2…; filed in Japan 12 January 2000

The Diskclavier™ is a well-known Yamaha product that is not only
capable of recording an artist’s work but also playing it back. This particular
patent describes the internal construction of the key mechanism that can

either act as a sensor160 for an electronic synthesizer or generate acoustic
piano sounds. The strings can also be hit by a solenoid key actuator141.
—MK

6,362,412

43.75.Mn ANALYZER USED FOR PLURAL
PHYSICAL QUANTITIED, METHOD USED THEREIN
AND MUSICAL INSTRUMENT EQUIPPED
WITH THE ANALYZER

Tomoyuki Ura, assignor to Yamaha Corporation
26 March 2002„Class 84Õ658…; filed in Japan 29 January 1999

An acoustic piano player develops an appreciation for the ‘‘action.’’
Electronic piano keys have lacked the tactile feedback that performers pre-

fer. This patent proposes the insertion of a photo sensor142 under the key.
The output of the sensor is digitized and used for the control of the sound.
—MK

6,372,973

43.75.St MUSICAL INSTRUMENTS THAT
GENERATE NOTES ACCORDING TO SOUNDS
AND MANUALLY SELECTED SCALES

M. Bret Schneider, assignor to Schneidor Medical Technologies,
Incorporated

16 April 2002 „Class 84Õ609…; filed 18 May 1999

This conceptual patent proposes accompaniment to a vocal input but it
lacks any reference to prior work on automatic accompaniment, much less
DSP algorithms for pitch tracking and beat analysis.—MK

6,366,758

43.75.St MUSICAL CUBE

Steven Bryan Dunn and Norman Weinberger, assignors to
Munchkin, Incorporated

2 April 2002 „Class 434Õ319…; filed 20 October 1999

In keeping with the increased emphasis on early childhood musical
education, this musical cube presents a set of progressively more complex
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musical material that is~1! Western~or tonal!, ~2! Melodic, and~3! not too
fast.—MK

6,369,313

43.75.St METHOD AND APPARATUS FOR
SIMULATING A JAM SESSION AND INSTRUCTING
A USER IN HOW TO PLAY THE DRUMS

John R. Devecka, Clifton, New Jersey
9 April 2002 „Class 84Õ743…; filed 21 February 2001

A coin operating drum set features a screen107 and a set of drum
sensors. A willing user is calibrated by the system to determine skill level
and then a drumming game begins. Alternatively, the user can receive a

drum lesson by repeating patterns the machine generates. Unfortunately, no
algorithms are presented so performance measurement is anyone’s guess.
—MK

6,349,851

43.75.Tv VOCAL DISPENSING DEVICE

Pao-Shu Lu, assignor to Allure Home Creation Company,
Incorporated

26 February 2002 „Class 222Õ39…; filed in Taiwan, Province of
China, 4 October 2000

Already we’ve seen talking alcohol beverages~United States Patent
6,335,691! and food boxes~United States Patent 6,298,990!. So why

not soap dispensers? The patent describes different activation mechanisms.
—MK

6,369,312

43.75.Tv METHOD FOR EXPRESSING VIBRATORY
MUSIC AND APPARATUS THEREFOR

Akira Komatsu, assignor to Acouve Laboratory, Incorporated
9 April 2002 „Class 84Õ723…; filed in Japan 14 September 1999

Imagine a chair with infrasound—in this case down to 16 Hz. The
inventor claims that it is unsuitable for certain types of music~such as string
quartets! but for heavy thumping rock and roll, this might be useful if the
vibro-transducers can shake the user enough.—MK
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6,351,225

43.75.Wx MULTIMEDIA PC KEYBOARD EXTENDED
WITH MUSIC CONTROL KEYS

Enrique I. Moreno, assignor to Enrique I. Moreno
26 February 2002„Class 341Õ22…; filed 5 August 1999

Recipe for a combination keyboard: Take one PC keyboard. Mix to-
gether with a 3 octave subset of a piano. Add bad mechanical action.—MK

6,351,540

43.75.Wx DIGITAL ECHO CIRCUIT

Satoshi Suzuki and Takayasu Kondo, assignors to Yamaha
Corporation

26 February 2002 „Class 381Õ63…; filed in Japan 22 September
1998

Most reverb algorithms are considered proprietary, so this Yamaha
patent is unusual. The object is to imitate the wow and flutter of earlier tape

delays~‘‘analog echo’’!. The addition of a distortion block28 helps increase
the garage band factor. A variable delay16 combined with a feedback loop
do the rest.—MK

6,362,409

43.75.Wx CUSTOMIZABLE SOFTWARE-BASED
DIGITAL WAVETABLE SYNTHESIZER

Sharadchandra H. Gadre, assignor to IMMS, Incorporated
26 March 2002„Class 84Õ603…; filed 24 November 1999

Perhaps the only interesting aspect of this software synthesis patent is
the explication of Indian music performance rules in section 1.4; the rest is
well known to those ‘‘versed in the art.’’—MK

6,362,411

43.75.Wx APPARATUS FOR AND METHOD OF
INPUTTING MUSIC-PERFORMANCE CONTROL
DATA

Hideo Suzuki and Masao Sakama, assignors to Yamaha
Corporation

26 March 2002„Class 84Õ626…; filed in Japan 29 January 1999

Understanding Yamaha’s synthesis user interfaces is often difficult due
to the complex and hidden user model. This patent attempts to explain the
hidden meaning behind a sampling synthesizer with many time varying
parameters. Caveat Lector.—MK

6,365,816

43.75.Wx DIGITAL SAMPLING INSTRUMENT
EMPLOYING CACHE MEMORY

David P. Rossum, assignor to Creative Technology Limited
2 April 2002 „Class 84Õ603…; filed 19 July 2000

This patent was originally filed in 1990 and can be found in three other
United States Patents~5,698,803, 5,925,841, and 6,137,043!—only the num-
ber has been changed to protect the innocent. The basic idea is to use a
cache as an intermediary between the address unit of an interpolating sam-
pling synthesizer and the sample memory.—MK

6,371,120

43.80.Nd SNORE ELIMINATION DEVICE

Kuo-Chung Chiu and Wing-Yig Stephen Chan, both of A-Lein
Hsiang, Kaohsiung Hsien, Taiwan, Province of China

16 April 2002 „Class 128Õ848…; filed 15 June 2001

This amusing device consists of a wrist belt to be worn on one’s wrist.
The band contains a circuit board and a power source. The circuit amplifies
the wearer’s snores and relays the signal to a control circuit that activates a
vibration motor. The user is supposed to sense the vibration, causing him/her
to change sleep positions.—DRR

6,361,496

43.80.Qf PRESSURE TOURNIQUET WITH
ULTRASOUND WINDOW AND METHOD OF USE

Arthur W. Zikorus et al., assignors to VNUS Medical Tech-
nologies, Incorporated

26 March 2002„Class 600Õ437…; filed 28 May 1999

A pressure tourniquet to be wrapped around a leg or another anatomi-
cal structure containing veins incorporates a window transparent to ultra-
sound. An ultrasound transducer is positioned in contact with the window.
The transducer probes a dilated vein with an ultrasonic signal and can mea-
sure the size of the vein and detect reflux. A pneumatic bladder on the

tourniquet inflates to apply pressure to the anatomical structure so that the
vein will be compressed by the surrounding tissue. Since the pressure effec-
tively reduces the diameter of the vein, competency of the vein valve can be
temporarily restored to indicate the proper reduced diameter required to
restore venous function. An electrode catheter is introduced into the vein to
apply energy for durably molding the vein to the reduced diameter.—DRR
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6,361,500

43.80.Qf THREE TRANSDUCER CATHETER

Donald Masters, assignor to Scimed Life Systems, Incorporated
26 March 2002„Class 600Õ466…; filed 7 February 2000

This diagnostic/therapeutic catheter for a medical ultrasonic system
incorporates multiple ultrasound transducers. All of the transducers are lo-
cated at the distal end of a catheter driver shaft. One embodiment provides
for an ultrasound-generating transducer and two other transducers for re-
ceiving signals generated by the emitting transducer. The receiving trans-
ducers may have center frequencies substantially equal to the fundamental
and the second harmonic of the emitting transducer. The transducers are
mounted in such a manner as to form a preselected plane.—DRR

6,364,836

43.80.Qf ULTRASOUND DIAGNOSTIC APPARATUS

Hiroshi Fukukita et al., assignors to Matsushita Electric
Industrial Company, Limited

2 April 2002 „Class 600Õ443…; filed in Japan 19 January 2000

This is an ultrasonic diagnostic apparatus that can operate in several
different modes including a Doppler-based mode using steerable continuous
wave. The device includes a probe that outputs rf signals. Phase detectors
convert the rf signals to baseband. A reception beam former processes the
baseband signals into a time-division-multiplexed signal by multiplying by
phase shift data, then delaying and combining the baseband signals to gen-
erate multiplication-resultant signals.—DRR

6,364,837

43.80.Qf CONTACT DIGITAL ULTRASONIC
DENSITOMETER

Richard B. Mazesset al., assignors to Lunar Corporation
2 April 2002 „Class 600Õ449…; filed 28 April 2000

This ultrasonic instrument employs a digital architecture in the attempt
to provide improved stability in measuring the speed of sound in human
bonein vivo. A digitization of the received ultrasonic signal allows numeri-
cal analyses to be applied to determine precise arrival time of the waveform.
The microprocessor may initiate the ultrasonic signal transmission, detect its
arrival, and control the strength of the transmitted signal and the amplifica-
tion of the received signal in order to optimize the signal path.—DRR

6,364,838

43.80.Qf PULSED WAVE DOPPLER PROCESSING
USING ALIASED SPECTRAL DATA

Paul D. Freiburger and Barry H. Friemel, assignors to Siemens
Medical Solutions, USA, Incorporated

2 April 2002 „Class 600Õ455…; filed 11 January 2000

This method for producing Doppler ultrasound data at a user-requested
pulse repetition frequency~PRF! utilizes undersampled echo signals. Echos
are generated from Doppler pulses transmitted into the patient at a rate less
than the desired PRF. The echo signals are analyzed in the time domain to
determine a representative velocity of scatterers in an area of tissue. From
the velocity, the Doppler shift of the scatterers is determined. An interpola-
tion produces the number of samples which would have been produced had
the Doppler pulses been transmitted at the user-requested PRF. The interpo-
lated echo signals are then analyzed in the frequency domain to yield spectra
giving the velocity and direction of the moving scatterers. A spectrum is
then chosen for display from the determined Doppler shift. The device can

also be used to increase the amplitude of the pulses transmitted into a patient
by lowering the transmit pulse frequency so that the total amount of ultra-
sonic energy delivered to the patient remains constant. The larger amplitude
transmit pulses produce echo signals that presumably have a higher signal-
to-noise ratio.—DRR

6,364,849

43.80.Qf SOFT TISSUE DIAGNOSTIC APPARATUS
AND METHOD

Ariel Wilcox, assignor to Access Wellness and Physical Therapy
2 April 2002 „Class 600Õ587…; filed 3 May 2000

This soft tissue diagnostic apparatus diagnoses stress and injury in
anatomical soft tissue by detecting the response of the soft tissue to acoustic
energy. The patent also covers a method of detecting soft tissue damage or
stress and treating the tissue. An acoustic transmitter sends excitation acous-
tic energy toward a target area of soft tissue. An acoustic receiver receives
acoustic energy generated by the soft tissue in response to the excitation and
generates an output signal representative of the soft tissue response. An
analyzer provides an indication of the stress and injury in the soft tissue on
the basis of the output signal.—DRR

6,364,839

43.80.Qf ULTRASOUND DIAGNOSTIC INSTRUMENT
HAVING SOFTWARE IN DETACHABLE
SCANHEAD

Blake W. Little et al., assignors to SonoSite, Incorporated
2 April 2002 „Class 600Õ459…; filed 3 May 2000

This ultrasonic diagnostic instrument processes electrical signals for
display. A transducer scanhead generates ultrasound waves, receives re-
flected waves, and is connected to a digital processor. An additional memory
external to the console stores software and data requisite for the use of the

transducer scanhead in the ultrasonic diagnostic instrument. This second
memory, housed either in the scanhead or in a connector, can include op-
erational data unique to the transducer scanhead, operational software for
executing special operations with the scanhead, and updates and upgrades of
system executable code that resides in the console memory.—DRR
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6,364,840

43.80.Qf ACOUSTIC IMAGING CATHETER AND
THE LIKE

Robert J. Crowley, assignor to Boston Scientific Corporation
2 April 2002 „Class 600Õ463…; filed 27 September 2000

An acoustic imaging balloon catheter is formed by a disposable liquid-
confining sheath supporting a ‘‘high-fidelity,’’ flexible drive shaft that carries
on its end an ultrasonic transducer and includes an inflatable dilation bal-
loon. The shaft and transducer rotate with sufficient speed and fidelity to

produce real time images on a TV screen. A number of selectable catheter
sheaths are described, including one with an integral acoustically transparent
window, another with end extension that aids in navigation of the catheter,
another carrying a dilation or positioning balloon over the transducer, etc.—
DRR

6,368,286

43.80.Qf PNEUMOTHORAX DETECTOR

Eric D. Whitman, St. Louis, Missouri and Steven R. Frank,
Jefferson, Colorado

9 April 2002 „Class 600Õ529…; filed 28 May 1999

A method and device is described here for detecting life-threatening
pneumothorax caused by air in the thoracic or chest cavity. This is done by
passive auditory detection through the use of an array of transducers placed

on the patient’s chest and connected to a data processing unit. The unit is
programmed to filter out sounds not in the harmonic of the bubbling air
associated with a pneumothorax. In addition to passive auditory detection,
ultrasound and radioactive gas detection may also be used.—DRR

6,368,277

43.80.Qf DYNAMIC MEASUREMENT OF
PARAMETERS WITHIN A SEQUENCE OF IMAGES

Zuhua Mao et al., assignors to Siemens Medical Solutions USA,
Incorporated

9 April 2002 „Class 600Õ441…; filed 5 April 2000

A method is disclosed for dynamically measuring parameters within a
series of images using image processing. A sequence of ultrasound images is
produced by an ultrasound system. The user determines at least one region
of interest within one of the images. Then a parameter for each region of
interest is evaluated. For example, the number of pixels exceeding a pre-
defined intensity might be counted. A new region is searched within an area
around the predefined region of interest which best matches the region of
interest. This is done for all images of the sequence whereby the best match-
ing new region of the previous image becomes the region of interest for the
following image.—DRR

6,370,433

43.80.Qf INTERROGATION OF AN IMPLANTABLE
MEDICAL DEVICE USING BROADCAST
AUDIBLE SOUND COMMUNICATION

Jerome T. Hartlaub et al., assignors to Medtronic, Incorporated
9 April 2002 „Class 607Õ32…; filed 25 January 2000

Methods and apparatus are disclosed to collect information from an
implantable medical device~IMD ! by rf transmission of audible sounds
generated by the IMD. Such information may include interrogation of pro-
grammed parametric values, operating modes and conditions of operation,
confirmation of program changes, interrogation of data stored in the IMD,

and patient warnings or other messages. The IMD contains a rf transmitter
that broadcasts or transmits audible sounds including voice statements or
musical tones stored in analog memory or responses to an event warning
trigger. The broadcast radio signal is received and the audible sounds are
demodulated and reproduced by a radio receiver as voiced statements or
musical tones.—DRR
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6,368,281

43.80.Qf TWO-DIMENSIONAL PHASED ARRAY
ULTRASOUND TRANSDUCER WITH A
CONVEX ENVIRONMENTAL BARRIER

Rodney J. Solomon, Andover and Benjamin M. Herrick,
Boxborough, both of Massachusetts

9 April 2002 „Class 600Õ459…; filed 30 July 1999

A two-dimensional phased array ultrasound transducer consists of a
sensor and its housing and a convex environmental barrier for placement
against, and maximizing contact with, a patient’s body. The environmental

barrier does not necessarily provide focusing capability and hence the
propagation speed of sound through the environmental barrier is approxi-
mately equal to the propagation speed of sound through tissue of the pa-
tient’s body.—DRR

6,361,509

43.80.Sh THERAPY APPARATUS WITH A SOURCE
OF ACOUSTIC WAVES

Thomas Reuner, assignor to Siemens Aktiengesellschaft
26 March 2002„Class 601Õ2…; filed in Germany 22 December 1998

The aim of this device is to simplify the alignment of a sound source
with the treatment area inside the body of a patient. The source has a light

generator that emits a focused visible light beam with a substantially parallel
beam path that generally coincides with the acoustic axis of the source and
renders it visible.—DRR

6,361,531

43.80.Sh FOCUSED ULTRASOUND ABLATION
DEVICES HAVING MALLEABLE HANDLE SHAFTS
AND METHODS OF USING THE SAME

James B. Hissong, assignor to Medtronic Xomed, Incorporated
26 March 2002„Class 606Õ27…; filed 21 January 2000

The device is intended to provide treatment of anatomical tissue with
high-intensity focused ultrasound energy. More particularly, it is a hand-held
ultrasound ablation device with a handle shaft used to position an ultrasound
emitter adjacent to tissue undergoing treatment. The handle shaft is mal-
leable to permit selective, manual shaping to better access a selected ana-
tomical site from a remote location and/or to orient the ultrasound emitter
for contact with anatomical tissue at the site.—DRR

6,361,554

43.80.Sh METHODS AND APPARATUS FOR THE
SUBCUTANEOUS DELIVERY OF ACOUSTIC
VIBRATIONS

Axel F. Brisken, assignor to Pharmasonics, Incorporated
26 March 2002„Class 623Õ1.1…; filed 30 June 1999

Methods of delivering vibrational energy to subcutaneous tissue sites
include generating acoustic energy externally and directing the energy to an
implanted structure that is capable of resonating at a preselected frequency.

The vibration of the implanted structure, in turn, will radiate heat and
mechanical energy into tissue surrounding the structure. In one example,
the implanted structure is a stent and the vibrational energy is intended to
inhibit hyperplasia in a blood vessel in which the stent is implanted.—
DRR
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6,361,510

43.80.Sh USE OF ULTRASOUNDS FOR THE
TREATMENT OF DECOMPRESSION SICKNESS

Giovanni Zanini, Valdmadrera Lecco, Italy
26 March 2002„Class 601Õ2…; filed in Italy 5 January 1999

Decompression sickness in human patients is treated by applying ul-
trasound energy in the frequency range of 1 to 15 MHz in an amount and
time sufficient to alleviate the symptoms. The device is supposed to work by
destructing bubbles of inert gas in the blood and tissues that occur from too
rapid pressure reduction in the environment.—DRR

6,368,299

43.80.Sh ULTRASONIC PROBE AND METHOD
FOR IMPROVED FRAGMENTATION

William W. Cimino, Louisville, Colorado
9 April 2002 „Class 604Õ22…; filed 9 October 1998

In the attempt to improve ultrasonic fragmentation or emulsification of
soft tissue, this ultrasonic probe consists of a thin, longitudinal shank. A
source of ultrasonic vibrational energy is connected to the proximal end. The
distal end may have a blunt or a bullet-nosed tip. The shaft has one or more
grooves13 near the tip, which circumscribe the shaft of the longitudinal
shank. The groove walls provide surface area on the distal end of the probe

in planes generally perpendicular to the axis of the probe. This additional
area is claimed to increase the tissue fragmenting surface area without in-
creasing the diameter of the distal end of the probe. Because tissue does not
contact the bottom of the grooves, the tissue contact surface area along and
about the distal end of the probe is reduced, thus reducing the potential for
tissue burns.—DRR

6,368,343

43.80.Sh METHOD OF USING ULTRASONIC
VIBRATION TO SECURE BODY TISSUE

Peter M. Bonutti et al., assignors to Peter M. Bonutti
9 April 2002 „Class 606Õ232…; filed 13 March 2000

A suture and a suture retainer are strategically positioned in body
tissue. Ultrasonic vibratory energy is applied to heat the suture retainer and
bond portions of the retainer to each other and/or to the suture. Portions of
the body tissue may be pressed into linear apposition with each other and
held in place by cooperation between the suture and the retainer. If desired,
the retainer may be omitted and sections of the suture may be bonded
directly to each other.—DRR

6,361,498

43.80.Vj CONTRAST AGENT IMAGING WITH
SUPPRESSION OF NONLINEAR TISSUE
RESPONSE

George A. Brock-Fisher, Andover, Massachusetts
26 March 2002„Class 600Õ458…; filed 11 February 2000

Tissue echoes that conform to a polynomial model are suppressed
relative to contrast agent echoes that do not conform to the model. In the
method, ultrasound signals are transmitted and echoes are received. Trans-
mit and receive gain factors are chosen so that combination of echoes in
reception eliminates echo components conforming to the polynomial model
and leaves nonconforming echo components.—RCW

6,361,499

43.80.Vj MULTIPLE ANGLE NEEDLE GUIDE

John D. Bates et al., assignors to CIVCO Medical Instruments
Incorporated

26 March 2002„Class 600Õ461…; filed 16 September 1998

This needle guide can be mounted on the head of a transducer in an
ultrasonic imaging instrument. A slot in a guide with an adjustable angle is
used to secure the needle. The guide is removable.—RCW

6,364,835

43.80.Vj MEDICAL DIAGNOSTIC ULTRASOUND
IMAGING METHODS FOR EXTENDED FIELD OF
VIEW

John A. Hossacket al., assignors to Acuson Corporation
2 April 2002 „Class 600Õ443…; filed 27 March 2000

These methods align essentially coplaner two-dimensional images to
obtain an extended field of view by using compounding. A finite impulse
response is used in the compounding and the compounding can depend on
correlation between images, location within the image, and estimated
motion.—RCW
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6,368,279

43.80.Vj TIME-DELAY COMPENSATION SYSTEM
AND METHOD FOR ADAPTIVE ULTRASOUND
IMAGING

D-L. Donald Liu, assignor to Siemens Medical Solutions, USA,
Incorporated

9 April 2002 „Class 600Õ443…; filed 15 September 2000

Time-delay compensation in this system is achieved by partitioning
echo waveforms from an array into groups, determining a control waveform
for each group, shifting the control waveform by a trial time delay, and
determining trial time delays for other waveforms in the group by interpo-
lation. A waveform similarity factor is evaluated in each group repeatedly
for different trial time shifts and the trial delay that yields the greatest
waveform similarity factor is chosen as optimum. A global time compensa-
tion profile for the entire array is then determined by interpolation and
applied in a beamformer to provide compensation in receive focusing and in
subsequent transmit focusing.—RCW

6,370,413

43.80.Vj ULTRASOUND IMAGING SYSTEM AND
METHOD TO ARCHIVE AND REVIEW 3-D
ULTRASOUND DATA

Raul Alvarez et al., assignors to Siemens Medical Solutions USA,
Incorporated

9 April 2002 „Class 600Õ407…; filed 2 November 1999

Settings of viewing parameters for two-dimensional images and for
corresponding three-dimensional volumetric data are saved. Stored volumet-
ric data is retrieved in the viewing configuration that was set when the
two-dimensional images were saved. This allows return to work that was
previously suspended or terminated.—RCW

6,370,480

43.80.Vj QUANTITATIVE ANALYSIS SYSTEM AND
METHOD FOR CERTIFYING ULTRASOUND
MEDICAL IMAGING EQUIPMENT

Rajiv Gupta et al., assignors to General Electric Company
9 April 2002 „Class 702Õ39…; filed 21 May 1999

An ultrasonic image of a standard phantom is acquired by the imager
under test, parameters are derived from the image, and image quality indices
are computed. The results are compared to prestored values of the param-

eters, quality indices, and a single composite index that together indicate the
accuracy of the test image relative to a standard that has been established for
the imager. The quality indices include image homogeniety, contrast, signal
attenuation, and penetration.—RCW

6,371,913

43.80.Vj MEDICAL DIAGNOSTIC ULTRASOUND
IMAGING METHODS FOR ESTIMATING
MOTION BETWEEN COMPOSITE ULTRASONIC
IMAGES AND RECOVERING COLOR
DOPPLER VALUES FROM COMPOSITE IMAGES

Linyong Pang et al., assignors to Acuson Corporation
16 April 2002 „Class 600Õ441…; filed 8 December 2000

Means for estimating motion between composite ultrasonic images
that include both b-mode and color Doppler information are comprised of
three main steps. First, b-mode images are extracted from each of two com-
posite images. Second, relative motion vectors are determined from the
b-mode images. Third, selected components of the original composite im-
ages are registered using the determined motion vectors and combined to
form an extended field of view or three-dimensional image.—RCW

6,371,914

43.80.Vj SINGLE-SHOT PHASE CANCELLATION
ULTRASOUND CONTRAST IMAGING

Marcel Arditi, assignor to Bracco Research S.A.
16 April 2002 „Class 600Õ443…; filed 13 April 2000

Cancellation is achieved by coding the transmitted waveform in an
ultrasonic imaging system so that resulting echo waveforms give essentially
zero contributions from linear scattering or tissues that do not contain non-
linearly responding contrast agent microbubbles and give significant contri-
butions from nonlinear scattering that originates from contrast agent mi-
crobubbles. In the method, two pulses having spectra with known relative
frequency dependencies and having known but differing amplitude and
phase are used to produce an ultrasonic beam. From echo signals produced
by the beam, two rf waveforms are deconvolved, aligned, normalized, and
summed to cancel echo components caused by linear scattering.—RCW
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Influence of velocity profile nonuniformity on minor losses
for flow exiting thermoacoustic heat exchangers (L)

Ray Scott Wakelanda) and Robert M. Keolian
The Pennsylvania State University, Graduate Program in Acoustics, P.O. Box 30, State College,
Pennsylvania 16804-0030

~Received 4 March 2002; revised 11 June 2002; accepted 9 July 2002!

Nonuniform, time-dependent velocity profiles for laminar oscillating flow are employed in
calculating effective minor loss exit coefficients. The results could represent an improvement over
the Borda–Carnot formula for calculating flow losses at the exit from heat exchangers in
thermoacoustic devices, since the Borda–Carnot formula assumes uniform velocity across a flow
cross section. Results are presented for parallel plate and circular tube geometries. ©2002
Acoustical Society of America.@DOI: 10.1121/1.1502896#

PACS numbers: 43.35.Ud, 43.25.Ed@MFH#

I. INTRODUCTION

Further progress in the development of thermoacoustic
devices will require an increased understanding of various
nonlinear effects. One of these effects is the dissipation of
mechanical~acoustic! energy as oscillating gas flows across
geometrical irregularities such as tees, bends, and changes in
cross-sectional area. Referred to as ‘‘minor losses’’ by the
engineers who design piping and duct systems, these losses
can seriously degrade the performance of thermoacoustic de-
vices. Little is known, however, about minor losses in oscil-
lating flow. The present state-of-the-art is to append minor
loss terms~and terms for other nonlinear losses! onto other-
wise linear calculations. The form for the loss of acoustic
powerDĖ derived by Swift and Ward is1

DĖ52
4

3p

rmA

2
KuuAu3, ~1!

whererm is the mean gas density,A is the cross-sectional
area,uA is the ~peak! amplitude of the oscillating velocity
averaged over the cross-sectional area, andK is the ‘‘minor
loss coefficient’’ associated with the particular irregularity in
flow geometry. Almost all minor loss coefficients are deter-
mined empirically, and for steady flow. For lack of compa-
rable measurements on oscillating flows, it has been common
practice to use the minor loss coefficients from steady flow
experiments in models of thermoacoustic devices. The
method~discussed in Sec. IV! is to assume that the steady
flow result holds at each instant in time, and to average over
an acoustic cycle.

One of the few minor loss coefficients that can be cal-
culated is for an abrupt increase in flow cross-sectional area.
In this letter, we calculate this ‘‘expansion coefficient’’ using
velocity profiles derived from linear thermoacoustic theory.
We hope that this will be an improvement on the use of the
‘‘Borda–Carnot formula,’’Ke5(12s)2, a steady flow result
that is derived with the assumption of auniform cross-
sectional velocity profile both before and after the area
change. In this expression,s5A1 /A2 is the ratio of the

smaller areaA1 before the expansion to the larger areaA2

after the expansion. The assumption of uniform flow is jus-
tified by the observation that turbulent flow, found in most
piping systems, has a nearly uniform velocity profile. For
uniform flow from a small duct or pipe into a large reservoir,
s50 andKe51. For fully developed laminar flow between
parallel plates~Poiseuille flow!, however, Ke approaches
1.54, not 1, fors50. Flows in thermoacoustic devices can
fall anywhere between these two extremes.

The increase in cross-sectional area is usually referred to
as an ‘‘expansion,’’ but it should be kept in mind that the
fluid is assumed to be incompressible in this calculation, i.e.,
the cross-sectional area ‘‘expands,’’ but the gas density is
assumed constant.

In what follows, the velocityV(r ) varies over the cross-
sectional coordinatesr . The notation̂ V& indicates the spatial
average over the cross section. Subscripts 1 and 2 indicate
variables that correspond to locations before and after the
area change, where the velocities areV1 and V2 , respec-
tively.

II. EXPANSION MINOR LOSS COEFFICIENTS FOR
NONUNIFORM VELOCITY PROFILES

In steady flow, a sudden change in flow cross-sectional
area results in a pressure change. Part of the pressure differ-
ence is inertial, and would exist even in a potential flow. For
an expansion, a pressure increase is expected, since the fluid
must decelerate. For actual flows, the pressure rise is smaller
than the ‘‘ideal’’ increase,

DPideal5~rm/2!~a1^V1&
22a2^V2&

2!, ~2!

obtained from the spatial average of the energy equation,2

wherea is defined below in Eq.~6!. The difference between
this ideal pressure increase and the actually observed in-
crease is the ‘‘minor loss’’ pressure drop,

DPloss5DPideal2DPactual. ~3!

The minor loss coefficientKe is then defined so that

DPloss5Ke

rm^V1&
2

2
. ~4!

a!Electronic mail: wakeland@psu.edu
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The coefficient for sudden expansion is one of the few
that can be calculated. The result depends on the cross-
sectional velocity profiles before and after the expansion.
Because it is rarely needed, the complete expression for the
expansion minor loss coefficient allowing for arbitrary veloc-
ity profiles is not commonly encountered, but it can be found
in the Handbook of Fluid Dynamicsedited by Streeter,3

Ke5a122b1s1~2b22a2!s2, ~5!

wherea andb are the ‘‘kinetic energy coefficient’’ and the
‘‘momentum coefficient’’ obtained from integrating the en-
ergy and momentum equations over the flow cross-section,

a5
^V3&

^V&3
and b5

^V2&

^V&2
. ~6!

For fully developed laminar flow in a circular tube,a52 and
b54

3. For parallel plates of infinite aspect ratio,a554
35.1.54

andb56
5.

A form of Eq. ~5! for the special casea25b251 is
given by Idelchik.4 The choice ofa25b251 indicates that
the pressure after the expansion is measured at a location
where the flow profile is uniform. For steady flow exit from
a heat exchanger, the exit duct is likely large enough that the
flow is turbulent, and therefore approximately uniform in
profile even after it once again becomes fully developed.

In apparent conflict with Eq.~5!, the expressionKe51
22b1s1(2b221)s2 is used by Kays,5 and reproduced in
graphical form by Kays and London in their referenceCom-
pact Heat Exchangers.6 The discrepancy arises because Kays
uses the energy equation foruniformvelocitiesV1 andV2 to
define his reference pressure change, (DPideal)conventional

5(rm/2)(V1
22V2

2), instead of Eq.~2!. The resulting ‘‘con-
ventional’’ minor loss coefficient2 does give the correct pres-
sure difference across an expansion when used in conjunc-
tion with this ‘‘conventional’’ definition of DPideal.
However, this conventionalKe , plotted in Figs. 5-3 through
5-5 of Kays and London6 cannotbe inserted directly into Eq.
~1! ~or its steady flow equivalent! to calculate dissipation of
mechanical energy, except for uniform flow profiles. This is
demonstrated by the appearance ofnegative Ke in their plots
5-3 through 5-5 for all nonuniform flows. We therefore fol-
low the convention of Fredrickson and Bird3 and Idelchick.4

In Fig. 1,Ke for parallel plates is plotted as a function of
s for uniform flow ~the dashed line, witha151 and b1

51) and for fully developed laminar flow~the solid line,
with a151.54 andb151.2). Equivalent results for circular
tubes are shown in Fig. 2. In all cases,a251 andb251;
that is, the flow profile is uniform a short distance after the
expansion.7

As noted by Fredrickson and Bird inHandbook of Fluid
Dynamics, at the exit from a heat exchanger it is possible to
go from a fully developed flow in many small channels to a
nearly uniform flow in a single large channel, even with very
little change in total cross-sectional area. For parallel plates
in this situation,Ke is 0.14, not zero, even for the limiting
case ofs51, when there isno change in total cross-sectional
area.

III. VELOCITY PROFILES IN OSCILLATING FLOW

To determine the increase in the exit minor loss for a
heat exchanger in a thermoacoustic device, we need to know
the velocity profile. While the exact nature of the acoustic
flow near a sudden area change is not known to the authors,
the velocity profile in the interior or the pore is probably a
good indicator of the degree of nonuniformity in the velocity
near the openingduring the exit portion of the cycle.This
velocity profile for a viscous fluid in laminar oscillating flow
can be written as

FIG. 1. The minor loss exit coefficientKe is plotted as a function of the area
ratio s for parallel plates for three cases. The dashed and solid curves are
steady flow results, witha151 andb151 ~dashed curve, uniform flow! and
a151.54 andb151.2 ~solid curve, Poiseuille flow!. The dotted curve is
Keff , the average, effectiveKe for oscillating flow withy0 /dn54 calculated
from Eq. ~12!. In all cases,a251 andb251; that is, the flow profile is
uniform just after the expansion.

FIG. 2. The minor loss exit coefficientKe is plotted as a function of the area
ratio s for a circular tube of radiusR for three cases. The dashed and solid
curves are steady flow results, witha151 andb151 ~dashed curve, uni-
form flow! and a152 and b151.33 ~solid curve, Poiseuille flow!. The
dotted curve isKeff , the average, effectiveKe for oscillating flow with
R/dn54.4 calculated from Eq.~12!. In all cases,a251 andb251; that is,
the flow profile is uniform just after the expansion.
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u~r ,t !5uA

Re@~12hn!eivt#

max$^Re@~12hn!eivt#&%
, ~7!

where the notation ‘‘Re’’ indicates ‘‘the real part of,’’ ‘‘max’’
denotes the maximum value during the cycle, andhn is a
function that depends on frequency, geometry, and gas pa-
rameters. This formalism is summarized in Ref. 8, including
a tabulation of the functionshn for several important geom-
etries. For parallel plates separated by a gap of 2y0 ,

hn~y!5
cosh@~11 i !y/dn#

cosh@~11 i !y0 /dn#
, ~8!

wherey is the distance from centerline (2y0<y<y0), and
dn5A(2m/vrm) is the viscous penetration depth at angular
frequencyv in a fluid with dynamic viscositym. For a cir-
cular tube of radiusR,

hn~r !5
J0@~ i 21!r /dn#

J0@~ i 2 i !R/dn#
, ~9!

wherer is the distance from centerline (0<r<R).

IV. EFFECTIVE K e FOR OSCILLATING FLOW

Swift and Ward calculate Eq.~1! from

DĖ5Dp~ t !^u~ t !A&52
Arm

2
Ku^u~ t !&u3, ~10!

usingDp52(r/2) K u^u(t)&u ^u(t)&, an oscillating flow ad-
aptation of Eq.~4!, with Dp negative for a pressure drop, and
where the overbar indicates a time average. Using a constant
K from a steady flow correlation, the time average is of the
cube of ^u(t)&5uA sinvt, giving the factor of 4/3p in Eq.
~1!. In thermoacoustic devices, externally imposed pressure
swings~from a standing wave, for example! may cause os-
cillations in the density at the site of the minor loss, which
should be included in the time average in Eq.~10!. However,
we assume that oscillations in the densityr(t)5rm1r1(t)
are small, so that the resulting additional term inDĖ, which
goes asr1(t)/rm , can be neglected.

The velocity profile of Eq.~7! changes during the course
of the cycle. That is, the profile is a function of time. SinceK
depends on the velocity profile, it, too, is a function of time.
To calculateDĖ using Eq. ~10! requires the inclusion of
Ke(t) within the time average. We are assuming that the
velocity profile is well approximated by Eqs.~7! and ~8! or
~9! during the half of the cycle when fluid is flowing from
the smaller area into the larger area. To obtain the exit coef-
ficient, the time average should be taken over the exit half of
the cycle only, which would require identifying the begin-
ning phase of the exit portion of the flow. Because of the
time symmetry of the function̂u(t)&, however, it is math-
ematically equivalent to take the average of the absolute
value uKe(t) ^u(t)&3u over an entire period of oscillation,
which is much more convenient. We can express the result as
an effective, average minor loss coefficientKeff that we may
use in Eq.~1! by defining

Keff u^u~ t !&u3[uKe~ t ! ^u~ t !&3u. ~11!

Applying Eqs.~5! and~6! to Eq.~11!, with a25b251, gives

Keff[
u^u3&u

u^u&u3
22

u^u2&^u&u

u^u&u3
s1s2[aeff22beff s1s2.

~12!

Once again,a25b251 indicates that the flow is assumed
uniform in profile after the expansion. This is appropriate for
oscillating flow, since the profile is presumably ‘‘plug flow’’
in the larger area region, where we expecty0 /dn@1. For
clarification, the notationu^u&u3 means to findu(r ,t) using
Eq. ~7!, average overr to get the time-dependent^u(t)&,
take the absolute value, cube the result, and then average in
time over a cycle. In all cases, the time average is the last
operation performed.

V. RESULTS

The values ofaeff andbeff depend on pore size (y0 /dn

or R/dn). The effective coefficientsaeff and beff range be-
tween their values for Poiseuille and uniform flow, and are
plotted up toy0 /dn510 for parallel plates in Fig. 3, and up
to R/dn510 for circular tube in Fig. 4. The values fall about

FIG. 3. The effective, average kinetic energy coefficientaeff and momentum
coefficientbeff for laminar oscillating flow between parallel plates as a func-
tion of plate spacing. The distance between the plates is 2y0 .

FIG. 4. The effective, average kinetic energy coefficientaeff and momentum
coefficientbeff for laminar oscillating flow in a circular tube as a function of
radiusR.
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half way between the Poiseuille and uniform limits when
y0 /dn54 for parallel plates and whenR/dn54.4 for circular
tube. The resultingKeff(s) are plotted as the dotted curves in
Figs. 1 and 2. The curves for other plate spacings look simi-
lar, falling closer to one or the other of the steady flow
curves.

Despite the fact that the nonuniform profile of the veloc-
ity varies in time in a complicated manner, the time- and
space-averagedKeff turns out to be a simple, smooth curve
that is almost a weighted average of the curves for uniform
or Poiseuille steady flow. The weighting factor can be esti-
mated from the curves such as those in Fig. 3. For example,
for y0 /dn53, the value ofaeff is 2

3 of the way from 1 to 1.54;
Keff can be estimated quite well by using a value2

3 of the way
betweenKeff~uniform! andKeff~Poiseuille! for any s.

The difference between Keff~uniform! and
Keff~Poiseuille! can be quite large. For example, ats50.7, a
reasonable value for a parallel-plate heat exchanger,
Keff~Poiseuille!50.35, which is 3.9 times greater than
Keff~uniform!50.09 at that same plate spacing.

VI. CONCLUSIONS

Heat exchanger minor losses in thermoacoustics are
sometimes estimated using Eq.~1! with coefficientsK taken
from steady flow results. For situations where the oscillating
flow velocity profileu(r ,t) is known@such as those given by
Eqs. ~7! and ~8!#, we propose using Eq.~12! to calculate
effective exit lossK-factors for use in Eq.~1!. The results of
the calculation are presented graphically for parallel plates
and circular tubes in Figs. 3 and 4.

Real oscillating flow at an abrupt expansion is certainly
more complicated than that given by Eq.~7!, which applies
only in the interior of a long, uniform tube. Nonetheless, Eq.
~7! is probably a muchbetterapproximation than is uniform
flow. Our results suggest that the appropriate minor loss co-

efficients are likelygreater than Ke5(12s)2 any time the
hydraulic radius of the small pores is less than a few viscous
penetration depths, as is the case in many of the heat ex-
changers used in thermoacoustic devices.
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A Plexiglas model of the larynx, having a uniform duct shape and minimal diameter of 0.04 cm, was
used to obtain wall pressure distributions resulting from internal airflow. Both a symmetric glottis
~obliquity of 0 degrees! and a slanted glottis~obliquity of 20 degrees! were used. The oblique glottis
~i.e., a glottis that slants relative to the axial tracheal flow! is present in both normal and abnormal
phonation. Obliquity has been shown to create unequal cross-channel pressures on the vocal fold
surfaces@Schereret al., J. Acoust. Soc. Am.109, 1616~2001!#, and the study here continues this
line of research. For the oblique glottis, one side was divergent and the other convergent.
Transglottal pressures from 3 to 15 cm H2O using constant airflows were used. Results indicated
that the pressure distributions on the two sides of the glottis were essentially equal for the symmetric
uniform case~pressures differed slightly near the exit due to asymmetric flow downstream of the
glottis!. For the oblique glottis, the pressures on the vocal fold surfaces at glottal entry differed by
21.4% of the transglottal pressure, suggesting that this oblique glottis creates upstream glottal
pressures that may influence out-of-phase motion of the two vocal folds. ©2002 Acoustical
Society of America.@DOI: 10.1121/1.1504849#

PACS numbers: 43.70.Aj, 43.70.Bk@AL #

I. INTRODUCTION

It is not uncommon in both abnormal and normal pho-
nation to create oblique glottis conditions due to phasing
differences between the two vocal folds~von Ledenet al.,
1960; Svec and Schutte, 1996; Svecet al., 1999!. The intra-
glottal pressure forces pushing or pulling on the vocal folds
for a slanted or oblique glottis may differ from those for the
symmetric glottis having the same included angle. This re-
port is the second in a series of studies of the intraglottal
pressures of an oblique glottis. The first paper~Schereret al.,
2001! demonstrated that the pressures on the glottal walls
~that is, on the medial sides of the vocal folds! were different
when the glottis was set obliquely at an angle of 15 degrees
for a divergent glottis having an included angle of 10 degrees
and a minimal diameter of 0.04 cm. Near the glottal entry
and exit for the oblique condition, the pressures were lower
on the divergent side, with pressures differing by 27% of the
transglottal pressure at the glottal entrance.

This study considered a uniform glottis of diameter 0.04
cm using the same enlarged Plexiglas model and CFD ap-
proach as in the previous study. The glottal duct had parallel
sides~an included angle of 0 degrees!. As before, both the
symmetric and an oblique glottal condition were considered.

The symmetric condition placed the uniform glottis
‘‘straight’’ in the airway ~an obliquity of 0 degrees!, whereas
the oblique condition tilted the uniform glottis at an angle of
20 degrees.

II. METHODS

A. Experimental methods

The methodological details are identical to those for the
earlier study, and will only be summarized here. The Plexi-
glas model M5 is 7.5 times larger than a normal male larynx,
had no false vocal folds, and was situated in a rectangular
duct. The vocal folds were inserts into the model and had
well-defined entrance and exit radii. Glottal length was 1.2
cm human size~9.0 cm in M5!, and the glottal duct length
was 0.3 cm human size~2.25 cm in M5!.

Figure 1 shows the two glottal configurations for this
experiment. Three pairs of vocal fold pieces were used. One
pair @Fig. 1~a!# corresponded to the symmetric glottis. There
were two sets of vocal fold pairs for the 20 degrees oblique
glottis @Fig. 1~b!#. For each pair, one side had a divergent
angle of 20 degrees, and the other side had a convergent
angle of 20 degrees. Two pairs were needed because the
pressure taps were only on one side of the glottis. By revers-
ing the oblique orientation with a second pair of vocal folds,
the pressures on ‘‘both’’ sides of the oblique glottis werea!Electronic mail: ronalds@bgnet.bgsu.edu
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obtained. There were 14 pressure taps along the vocal fold
surface~Fig. 1!. The pressure taps were placed near the cen-
ter in the inferior to superior direction. The pressure taps had
an inner diameter of 0.033 cm~actual size in the model vocal
folds!. There was also a pressure tap upstream in the side of
the rectangular wind tunnel~the subglottal reference pres-
sure!, and two downstream in the side of the rectangular
wind tunnel. Other methods of pressure scanning, flow mea-
surement, and measurement accuracies were the same as in
the earlier study.

During an experimental run for the symmetric condition,
the air tended to move to one side of the duct downstream of
the glottis. This supraglottal flow asymmetry was determined
by noting the motion of a small group of human hairs on the
end of a thin dowel rod when the rod was placed through the
glottis and observed through the clear Plexiglas surface of
the model. This observation is consistent with other studies
of flow through a centrally located slit into a larger rectan-
gular duct ~Cherdronet al., 1978; Tsui and Wang, 1995!,
attributed to disturbances generated at the exit of the expan-
sion and amplified by shear layers. After the pressures were
obtained, the flow direction was switched to the other side by
momentarily placing a paper guide in the glottis. This
method allowed the measurement of the effective pressures
on ‘‘both sides’’ of the symmetric glottis using the same flow.

III. RESULTS

A. Pressure distributions for the symmetric uniform
glottis

The pressure distributions for the symmetric uniform
glottis are shown in Fig. 2 as the circular data points. There
were two sets of empirical data for each transglottal pressure
drop.1 The ‘‘flow wall’’ refers to the side of the glottis that
was the same side of the model toward which the air flowed
downstream of the glottis. The ‘‘non-flow wall’’ refers to the
opposite side. The pressures for the symmetric glottis were

sensibly the same on both sides of the glottis for the 3 and 5
cm H2O ~low Reynolds number! cases. The pressures at tap
11 ~where the glottal exit expansion began! and beyond had
different values on opposite sides of the duct for the 10 and
15 cm H2O ~higher Reynolds number! cases due to down-
stream disturbances resulting from the skewing of the flow in
the reservoir. The differences, however, were small. For ex-
ample, the difference at tap 11 for the 15 cm H2O case was
only 0.20 cm H2O, 1.35% of the transglottal pressure, and at
tap 15, 0.46 cm H2O, or 3.1% of the transglottal pressure.

If the downstream pressure at tap 16 were taken to be
zero~atmospheric!, then the first half of the glottis~up to tap
9! would have positive pressures that would apply forces to
separate the vocal folds, and negative pressures from tap 9 to
the glottal exit expansion to pull the vocal folds toward each
other. This push and pull would tend to support a phase
difference between the upper and lower pairs of the glottis.

B. Pressure distributions for the oblique uniform
glottis

As Fig. 2 shows, unlike the symmetric glottal condition,
the pressures on the two sides of the oblique uniform glottis
at taps 5–7 were different. For the four transglottal pressures,
the pressure was higher on the convergent side at tap 6 by
21.4% ~sd50.45%! of the transglottal pressure, and by
16.1%~sd50.37%! at tap 7, as the flow had a higher imping-

FIG. 1. The two glottal configurations of this study.~a! Outline of the
symmetric uniform glottis.~b! Outline of the oblique uniform glottis with an
obliquity of 20 degrees. The pressure taps are shown. During the experimen-
tal runs, pressure taps existed on one side only~see text!.

FIG. 2. Combined empirical pressure distributions for the symmetric and
oblique uniform glottal configurations for 3, 5, 10, and 15 cm H2O trans-
glottal pressures. The corresponding flow values were 80.8, 106.4, 161.7,
and 205.0 cm3/s for the four transglottal pressures, respectively, for all con-
ditions ~62%!.
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ing force on the convergent side. The pressures on the two
glottal sides in the oblique condition were about the same in
the mid-section of the glottis~from tap 8 to tap 10! where the
entrance effects were minimized. The pressures at tap 11,
where the glottal exit expansion began, and at tap 12, in the
middle of the exit expansion, demonstrated a return to higher
pressures due to the increasing cross-sectional area. For tap
12, the cross-channel pressures differed by only 1.7%~sd
50.8%! of the transglottal pressure.

In general, then, for the 20 degrees oblique condition for
this uniform glottis, the convergent side had higher pressures
applied to it in the glottis entrance region, with pressures that
were relatively similar to each other elsewhere in the glottis.
These differences would give rise to different forces on the
two vocal folds in the entrance region, pushing outward
more on the convergent side.

The cross-channel pressures on the vocal fold superior
surface~taps 13 and 14! and at the pressure tap 15 just down-
stream of the vocal folds were slightly higher on the conver-
gent side for the oblique condition, and on the non-flow wall
for the symmetric condition~Fig. 2!. These are the sides
opposite the side toward which the air flowed downstream of
the glottis. The differences were relatively small, however,
ranging from 1.4% to 3.3% of the transglottal pressure for
taps 13–15~mean of 2.0%, sd50.7%! for the oblique con-
dition, and 1.9% to 4.4%~mean of 2.8%, sd50.7%! for the
symmetric condition.

C. Computational results for the oblique uniform
glottis

FLUENT ~Fluent, Inc., Lebanon, NH!, a computational
fluid dynamics package, was used as in the earlier study to
obtain a deeper understanding of the physics of the oblique
condition. The computer program solved the Navier–Stokes
equations using a control-volume technique with structured
and unstructured meshes, second-order solutions for momen-
tum and pressure, and residuals of less than 1024.

Figure 3 shows streamlines, velocity profiles, and pres-
sure contours for the oblique geometry for the 5 cm H2O
condition ~the other conditions were similar!.2 For the same
axial location, the velocities were greater and the pressures
less on the divergent wall compared to the convergent wall
up to the glottal exit region. The pressure contours of Fig.
3~c! show that glottal uniformity further downstream caused
the pressures to be nearly constant across the duct~perpen-
dicular to the glottal walls! indicating almost fully developed
flow there for a short section of the mid-glottis. Figure 3~b!
illustrates flow separation (S1 andS2) on both surfaces near
the glottal exit due to the adverse pressure gradients on both
surfaces. This separation occurred first on the converging
wall (S2) due to the higher rate of pressure increase as a
result of higher wall curvature. The divergent wall separation
(S1) occurred further downstream.

D. Pressure comparisons between the symmetric and
oblique uniform glottis conditions

The oblique glottal condition created a slightly larger
glottal diameter at tap 6 than in the symmetric glottal condi-

tion. Instead of being 0.04 cm~human size! at the tap 6
~glottal entrance! location, the diameter was 18% greater~see
Fig. 1!. This larger diameter would create larger pressures at
the tap 6 location~on both sides of the glottis! than would
have existed for the symmetric condition. The larger pres-
sures are indeed seen as smaller pressure drops between taps
1 and 6 in Fig. 2. The 18% increase in diameter predicts~by
the Bernoulli equation! a reduction in pressure drop of
28.2%, a difference that was satisfied well by the pressures
on the divergent side of the oblique glottis@on average
within 2.7% ~sd50.74%! of the value 28.2% across the four
transglottal pressures#. However, theconvergentside showed
a greater reduction in pressure drop~higher pressures! due to
the higher impinging force.

The comparison of the symmetric with the oblique glot-
tis results also indicates that the pressures within the glottis
were consistently greater in the oblique case up to pressure
tap 10, more than half-way through the glottis, due to the
oblique geometry changing the direction of the flow. The

FIG. 3. Simulation using FLUENT for the oblique uniform glottis and a
transglottal pressure of 5 cm H2O: ~a! streamlines,~b! velocity profiles, and
~c! pressure contours. 1 Pa51.0231022 cm H2O.
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differences for taps 8–10, however, were small due to the
flow establishment resulting from the now uniform geometry.
For example, the difference in pressure near tap 10 was only
about 2.6%~relative to the transglottal pressure! between the
symmetric and the oblique pressures.

IV. DISCUSSION

The results of this study are consistent with those of the
prior study of an oblique divergent glottis~Schereret al.,
2001!; the obliquity created greater pressures on the conver-
gent glottal wall compared to the divergent glottal wall in the
entrance region of the glottis. The earlier study used the
same minimal glottal diameter~0.04 cm! but with a divergent
glottis of 10 degrees and an obliquity of 15 degrees. The
cross-channel difference at the entrance to the oblique glottis
was approximately 27%, which was similar to the 21.4%
found in the present study. These pressure differences may
change with different diameters and oblique glottal angles,
and should be studied further. If these steady flow studies are
strongly related to the physics of phonation, as the quasi-
steady assumption suggests~Flanagan, 1972; Mongeauet al.,
1997!, then an oblique glottis creates different driving forces
on the vocal folds, strongest at glottal entrance for uniform
and divergent glottal shapes. These different forces may in-
fluence the phasing differences between the two vocal folds
because the convergent side receives higher pressures. The
specific influence would depend upon the relative motion of
the two vocal folds.

The current studies on glottal obliquity suggest that a
more complete aerodynamic formulation regarding glottal
pressure, flow, and geometry may require expressions spe-
cific to the medial surfaces of both vocal folds.

V. CONCLUSIONS

The results of this steady-flow study suggest that an ob-
lique ~20 degrees! uniform glottis will create significant
cross-channel pressure differences near the entrance to the
glottis. The cross-channel difference was 21.4% of the trans-
glottal pressures from 3 to 15 cm H2O. These results are
consistent with a previous study of glottal obliquity for a

divergent glottis~Schereret al., 2001!. Yet to be determined
is how glottal obliquity and the resulting differences in cross-
channel pressures are related to phasing differences between
the two vocal folds, as well as perturbations in glottal flow.
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with larger differences for higher transglottal pressures at tap 7.
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Nittrouer @J. Acoust. Soc. Am.110, 1598–1605~2001!# raised several serious concerns with the
so-called Universal Theory of phonetic category development that she characterized as the accepted
wisdom in the field of infant speech perception. She then presented data from infants and children
that were claimed to be inconsistent with Universal Theory and led her to question the entire notion
of phonetic categories. Here we argue that Nittrouer not only misrepresented Universal Theory, but
also provided no data to refute either this theory or the existence of phonetic categories. ©2002
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The study of infant speech perception was initiated in
1971 by the publication of Eimaset al.’s seminal paper on
young infants’ discrimination of voicing differences in syn-
thetic consonant-vowel syllables varying in voice-onset-time
~VOT!. Since 1971, dozens of experiments have confirmed
the initial observation that discrimination of the acoustic cor-
relates of consonant contrasts is discontinuous. That is, not
all physically equal steps along synthetic speech continua are
equally easy or difficult for infants to discriminate. Rather,
depending on the regions in which they fall, some steps are
difficult to discriminate, much like the chance levels of per-
formance obtained from adults for within-category differ-
ences, whereas other steps are relatively easy to discriminate,
much like between-category performance obtained from
adults.

The initial account of these findings suggested that in-
fants process speech with mechanisms that are both innate
and specifically linguistic. However, since 1971 there has
been considerable debate in the literature about the proper
level of analysis to invoke to account for infants’ discrimi-
nation of speech signals. Aphonemicaccount, initially at-
tractive because infants’ putative category boundaries closely
matched those of their native language environment, was
swiftly shown to be untenable by experiments revealing that
~a! many non-native speech contrasts were discriminable by
infants,~b! adults were often unable to discriminate~or had
reduced sensitivity to! these non-native contrasts, and~c! in-
fants’ category boundaries did not always correspond to adult
values in the native language. Moreover, many of the same
discontinuities in speech discrimination observed in infants
were also present in nonhuman animals~Kuhl and Miller,
1975, 1978; Kuhl and Padden, 1982, 1983!, casting doubt on
a phoneticaccount of speech sound discrimination.

One result of this initial wave of follow-ups to the Eimas
et al. ~1971! study was a perspective summarized by Aslin

and Pisoni~1980! in which speech discrimination by infants
was accounted for largely by a general auditory rather than a
phonetic mechanism. Consistent with the results of animal
experiments, this perspective proposed that young infants
were able to discriminate speech contrasts without recourse
to a phonetic level of analysis by using general auditory
mechanisms that were categorical in nature and independent
of experience with any native language.1 The role that expe-
rience with a native language played in speech perception
was characterized by one of four mechanisms:~a!
maturation—a gradual unfolding that was uninfluenced by
experience,~b! induction—an unfolding that required spe-
cific experiences,~c! attunement—discriminative abilities
that were partially present prior to the onset of experience
and then shaped by that experience, or~d! maintenance—
discriminative abilities that were fully mature at the onset of
experience and were maintained or lost depending on the
presence or absence of that experience. It is this last mecha-
nism that Aslin and Pisoni described as a Universal Theory
of the development of speech perception.

Nittrouer ~2001! provides several challenges to what she
claims are the major tenets of Universal Theory. First, she
states, ‘‘Those early studies of infant speech perception led
to the widely accepted view that infants are born with sensi-
tivities to phonetic boundaries for all languages~i.e., the uni-
versal set!’’ ~p. 1598!. She then cites apparently contradic-
tory findings from several studies of infants. One study
~Holmberg et al., 1977! found that infants have difficulty
discriminating a fricative contrast, while another study
~Lasky et al., 1975! found that infants from a Spanish-
speaking environment failed to discriminate a VOT contrast
that is used in Spanish but succeeded in discriminating non-
native VOT contrasts that are relevant in English and Thai.
Nittrouer concludes, ‘‘In spite of these seemingly contradic-
tory findings, however, the notion of innate phonetic bound-
aries has persisted’’~p. 1599!.

Ironically, Nittrouer ~2001! cites the very results that
Aslin and Pisoni~1980! used in support of Universal Theory.a!Electronic mail: aslin@cvs.rochester.edu
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The fact that infants in the Laskyet al. ~1975! study dis-
criminated the English and Thai boundaries but not the Span-
ish boundary, as well as evidence from Streeter~1976! that
infants from a Kikuyu environment discriminated the En-
glish boundary that is not used by Kikuyu adults, led Aslin
and Pisoni to posit that these discriminations werenot the
result of a phonetic level of analysis. Rather, these data,
along with the results from animal experiments that showed
similar VOT boundaries, were taken as evidence for a gen-
eral auditory-based form of categorical perception in young
infants. While Nittrouer summarizes this account of speech
categories, she states, ‘‘These variations, however, fail to
contradict the basic tenets of the universal theory’’~p. 1599!.

Missing from Nittrouer’s~2001! summary of Universal
Theory was how Aslin and Pisoni~1980! placed this theory
in context: ‘‘It is important to note here that we arenot
claiming that only one of these classes of theories@Univer-
sal, Attunement, Perceptual Learning# will uniquely account
for the development ofall speech contrasts. Rather, it may be
the case that some hybrid of the theories provides the best
description of the development of specific classes of speech-
sound discrimination. In fact, this view of parallel develop-
mental processes appears to be supported by current empiri-
cal findings’’ ~pp. 79–80!. Aslin and Pisoni go on to state,
‘‘The evidence on the development of voicing perception
therefore appears to provide good support for theattunement
theory’’ ~p. 84! @emphasis added#, not the Universal Theory.
Finally, Aslin and Pisoni make their position clear: ‘‘From
this brief summary of the perception of voicing contrasts in
stop consonants, fricatives, vowels, and liquids, it should be
apparent that the major roles of early experience that we
outlined earlier cannot be uniformly invoked to account for
the development of the abilities needed to discriminateall
speech contrasts found in spoken language’’~p. 88!.

Nittrouer’s ~2001! incomplete and misleading summary
of Aslin and Pisoni’s~1980! model of infant speech percep-
tion is mirrored in her treatment of more recent models, most
notably that of Best~1994!, which outlines several different
ways in which classes of speech sounds are affected~or not!
by early experience via a process of perceptual assimilation.
Although Best did not adopt the term Universal Theory in
her model, a mechanism analogous to maintenance is embed-
ded, in part, in her conceptualization. Similarly, Werker and
Tees~1984!, who provided the first time-course data for the
change in discriminative performance between 6 and 12
months of age for two non-native consonant contrasts, made
it clear that this mechanism of age-related change was not
‘‘loss’’ per se ~Werker, 1995!, likely occurred through the
application of more general learning mechanisms~Lalonde
and Werker, 1995!, and was not applicable to all phonetic
contrasts~see also Bestet al., 1988; Polka and Bohn, 1996!.
Moreover, other more recent treatments of the effects of
early experience on speech perception by infants~Aslin
et al., 1998; Jusczyk, 1997; Werker and Tees, 1999! provide
a much more nuanced view than the one ascribed by Nit-
trouer ~2001! under the guise of Universal Theory. Indeed,
there is likely no one today who would describe the sensi-
tivities shown by the newborn infant as straightforwardly
‘‘innate.’’ Werker and Tees~1992, 1999! characterize the

mechanism accounting for newborn sensitivities as one of
‘‘probabilistic epigenesis,’’ whereas Jusczyk and Bertoncini
~1988! describe it as one of ‘‘innately guided learning.’’
Much of the current research is focused on identifying pre-
cisely what the early biases and experiential mechanisms are
that bring about both initial discrimination performance and
subsequent change, from Jusczyk’s WRAPSA model~1993!
to Kuhl’s ~1991! Perceptual Magnet Model to Mayeet al.’s
~2002! and Anderson and Morgan’s~2002! demonstrations of
infants’ abilities to use statistical information to alter cat-
egory structure and to acquire auditory equivalence classes
~Kuhl, 1983!. In short, Nittrouer’s straw man has no clothes.

The second challenge offered by Nittrouer~2001! is that
infants are much worse at speech sound discrimination than
one would expect from a reading of the previous literature.
The irony here is that she claims on several occasions~in-
cluding in the abstract! that her ‘‘results did not differ from
those reported by others.’’2 Nevertheless, she states that
‘‘Overall these results fail to provide support for claims that
universal phonetic boundaries are in place at birth. It is em-
phasized that the findings of this study do not really differ
from those of others: success rates are similar across studies.
What differs is the willingness of authors to use the results to
support claims of innate phonetic boundaries’’~p. 1603!.
What leads Nittrouer to a different conclusion?

Her primary evidence for rejecting the notion of innate
phonetic boundaries, setting aside the aforementioned argu-
ments by some of us that these categories are not initially
phoneticper se, is that not all infants succeed in discriminat-
ing them. That is, Nittrouer apparently believes that universal
means ‘‘in all cases’’ and ‘‘for all infants.’’ Both of these
criteria are misguided. First, we have already made the argu-
ment that Nittrouer incorrectly ascribed Universal Theory to
all speech contrasts, which was never the claim of this theory
since it was proposed in 1980. Thus, the fact that some
speech contrasts are easier to discriminate than others simply
cannot be used as an argument against Universal Theory,
particularly since there are obvious differences in the acous-
tic salience of different speech contrasts. Nittrouer argues
that ‘‘success rates differed across contrasts’’~p. 1603! and
that ‘‘If procedures accounted for a large proportion of vari-
ance in success rates, we would have expected those rates to
be similar across contrasts’’~p. 1603!. But that statement
flies in the face of compelling evidence that performance
varies with simple acoustic parameters~e.g., changes in tone
frequency! in the conditioned headturning paradigm~e.g.,
Olsho, 1984; Sinnott and Aslin, 1985!. This finding that
some distinctions are more difficult than others holds across
a variety of methodologies in addition to conditioned head-
turning. These include visual habituation, heart rate decelera-
tion, and mismatch negativity~MMN ! in the event related
potential~ERP! recorded from scalp electrodes. Yet, impor-
tantly, in all of these tasks infants consistently perform better
on between- than on within-category differences~Miller and
Morse, 1976; Best, 1994; Dehaene-Lambertz and Baillet,
1998!. In addition to differences in discrimination, infants
are better able to categorize some stimuli than others. At 6–8
months of age they treat multiple instances from within a
dental category as equivalent, and as different from multiple
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instances from a retroflex category, whereas they fail to cat-
egorize instances that span the dental/retroflex category
boundary~Werker and Lalonde, 1988!. It is this relative pat-
tern of performance, rather than absolute levels of discrim-
inability, which is important.

Second, no technique used to assess any aspect of infant
performance succeeds in obtaining precisely the same data
from the same infants upon repeated testing. Infants are no-
toriously difficult to test. We cannot directly instruct infants
on the nature of experimental tasks, and their short attention
spans preclude gradual shaping of desired behaviors. Rather,
at best, procedures can be set up to maximize the likelihood
that most infants will be sufficiently engaged in the task at
hand to form approximately correct inductions about its na-
ture most of the time. Thus, one has to work very hard to
establish optimal conditions to obtain even adequate perfor-
mance. Nittrouer’s placement of infants in a car seat or high-
chair alters the typical context in which testing is conducted
in the conditioned headturning procedure and could easily
result in suboptimal performance. Similarly, use of a very
few test trials sets a strict standard that only a few infants,
even under optimal conditions, will meet. For example, Nit-
trouer used a fixed criterion of 8 out of 10 correct responses
to change trials as a threshold for concluding that infants
discriminated a specific speech contrast. She notes that
Werker’s lab has used this same criterion in the past. How-
ever, with the exception of Werker and Tees~1984!, where
the criterion was 8 out of 10 responses to change trials only,
Werker’s lab has more typically used a floating criterion of
correct responses to both change and control trials within a
total of 25 trials. Thus, Nittrouer’s criterion for successful
discrimination is considerably more stringent than that of
Werker and other researchers in the field who use the condi-
tioned headturning technique.

As a result of her experiments with infants, Nittrouer
~2001! expresses surprise that only 65% of her subjects dis-
criminated the vowel contrasts and only 35% discriminated
the consonant contrasts. But why should we expect all in-
fants to ‘‘pass’’ a test of discrimination, particularly with her
testing setup and performance criterion? Surely an inatten-
tive adult would show less than perfect performance on any
task, and infants are not immune from such lapses of atten-
tion and motivation. Nittrouer argues that these task vari-
ables should be independent of the difficulty of the speech
contrast. But that argument is simply not compelling: surely
one would expect performance to vary with task difficulty
even if there are general task variables~e.g., criterion effects!
operating to reduce optimal performance. These issues are
moot, however, because Nittrouer claims that her data are not
that different from what others have reported in the literature.
Why then does she come to such a different conclusion about
innate phonetic categories?

A key difference between Nittrouer’s interpretation of
her data and that of others in the field is that she holds an
idealized view of categorical perception. This view posits
that labeling functions have sharp category boundaries and
that within-category discrimination is at chance while
between-category discrimination is at ceiling. The problem is
that no data from infants have ever supported such a ‘‘strictly

categorical’’ view of speech perception. In fact, there are no
labeling data at all from infants to complement their discon-
tinuous discrimination data. Thus, at best, the infant litera-
ture supports a weak view of categorical perception. Interest-
ingly, the adult literature supports a similar view, with
reaction time ~Pisoni and Tash, 1974!, goodness ratings
~Miller, 1994!, and same-different judgments~Carneyet al.,
1977! supporting a less definitive view of categorical percep-
tion than originally attributed to Libermanet al. ~1967!. But
of course this does not imply, as suggested by Nittrouer, that
‘‘Perhaps we should not even be asking if infants have well-
formed phonetic categories, separated by boundaries, but
rather if any language users do. In other words, the very
concept of categories, and even more so of boundaries, needs
to be reconsidered’’~p. 1604!. Clearly, there is an interpre-
tive agenda here that goes well beyond the infant data that
Nittrouer reports and compares to the existing infant data in
the literature: ‘‘we have no evidence that boundaries exist in
the natural world, or any account of how or why they might
have evolved by natural selection. To extend to them any
degree of psychological reality is unsupportable, and delete-
rious to efforts to understand how phonetic structure is in-
deed instantiated and retrieved from the speech signal’’~p.
1604!. One can only imagine what Nittrouer believes is a
sufficient replacement for the notion of speech categories
~and their logically necessary boundaries! since she offers no
such account.

In summary, Nittrouer~2001! has provided a naive and
incomplete view of Universal Theory and of categorical per-
ception. She used methods commonly employed in the infant
speech perception literature, though in a strikingly sub-
optimal manner. As a result, her findings on speech dis-
crimination are at the low end of those reported previously.
This combination of factors—weak data and an idealized
view of Universal Theory and categorical perception—
led her to conclude that infants have no phonetic categories
or boundaries between them. We believe these conclusions
are misleading and do not fairly represent the current think-
ing in the field of infant speech perception. While we may
disagree about some of the subtle aspects of infant speech
perception, Nittrouer’s article throws the entire ‘‘baby’’ out
with a very muddied perspective on the ‘‘bath water.’’ As
such, Nittrouer’s challenge to the field of infant speech per-
ception fails to measure up.

1Other past accounts, such as that of Werker and Pegg~1992!, proposed
three separate patterns: one corresponding to general auditory sensitivities,
one to language-general phonetic differences, and one to language-specific
meaning-based phonemic differences.

2In fact, the studies that Nittrouer cites as comparisons tested 2-month-olds
in habituation procedures, rather than 6- to 14-month-olds with conditioned
headturning. As discussed below, Nittrouer adopts an excessively stringent
criterion; as might be expected, the proportion of subjects failing to reach
criterion in Nittrouer’s study was much higher than that of other studies
testing infants of the same age with the same technique~e.g., Morgan,
1994; Werker and Tees, 1984!.
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Before launching into a response to the letter by Aslin,
Werker, and Morgan~2002!, I would like to make clear my
belief that the work on infant speech perception has been
well executed, and has been critical to the development of
general theoretical perspectives on speech perception. I re-
spect and appreciate the contributions of these authors, and
consider my own work with children to be a natural exten-
sion of their and others’ work on infant speech perception.

At the same time, the questions starting to be asked by
speech researchers who are not focused solely on infant per-
ception reflect a dramatic change in theoretical perspective,
one that is not matched in magnitude by changes in perspec-
tive in the infant speech perception work. Many investigators
in other areas of speech perception are no longer concerned
with trying to identify the acoustic correlates of phonetic
categories, or with asking at what age human listeners are
able to classify those correlates, or with asking if nonhuman
animals can classify those correlates. Nor are other investi-
gators much concerned with distinctions between ‘‘auditory’’
and ‘‘phonetic’’ perception, a recurring theme in the letter of
Aslin et al. A general paradigm shift is underway in studies
of speech perception toward a focus on how listeners percep-
tually organize the many properties of the speech signal. For
example, Robert Remez and his colleagues~e.g., Remez
et al., 1994! and Robert Shannon and his colleagues~e.g.,
Shannonet al., 1995! have convincingly demonstrated that
mature listeners can organize signals that are void of the
detailed properties that we usually consider acoustic corre-
lates~or ‘‘cues’’! of phonetic categories in such a way that
they still manage to arrive at a phonetically structured mes-
sage. Investigators studying cross-linguistic speech percep-
tion are grappling with fundamental notions of what the ob-
jects of speech perception are, and what that means for our
understanding of how the perceptual organization of the
speech signal is shaped by experiences with a native lan-
guage~Strange, 1995!. What we consider to be the initial
state of the human capacity for speech perception affects the
further development of theories related to these topics, as
well as many others.

The purpose of the brief article serving as the target of
Aslin et al.’s letter was to state explicitly that the evidence is
weak to support the position that infants are born able to
discriminate all the phonemes of the world’s languages. The
authors say it best themselves on page 1259 of their letter,
‘‘Thus, at best, the infant literature supports a weak view of

categorical perception.’’ I believe it is imperative that we
~i.e., those of us studying speech perception by immature
listeners! make this point loudly and clearly to our col-
leagues studying related questions regarding speech percep-
tion. I think it is a fair representation of the field of infant
speech perception to say that the collective message for sev-
eral decades has been that infants are endowed with the
‘‘universal set’’ of phonetic categories~i.e., those that could
occur in all the languages of the world!, and that the ambient
language functions to maintain those that will be used. Ac-
cording to this view, those that will not be used are lost,
somehow. The Introduction of the target paper provides sev-
eral examples of statements supporting this position, and
they will not be repeated here. Many others exist, both in the
writing of investigators doing the research and in the writing
of others citing those investigators. For example, a popular
text by Rhea Paul~2001! for students of speech-language
pathology states ‘‘Speech perception, for example, is biologi-
cally programmed. We know this because infants as young as
4 weeks can distinguish between phonemes, even when they
have no comprehension of language’’~p. 399!. In fact, that
message has even made it into the popular media, with sev-
eral PBS documentaries during the past decade or so featur-
ing one or another infant speech perception researcher re-
porting that newborns are citizens of the world, able to
discriminate all phonetic contrasts that can occur~i.e., the
‘‘universal set’’!. Those of us who have been around for a
while recognize this position as the perceptual counterpart of
an older view of infants’ productions, which was that infants
babble all the sounds of the world’s languages; those not
supported by the ambient language are lost.@Locke ~1983!
reviews this position, and the evidence against it.#

Assumptions about initial states profoundly impact re-
search with children. In 1974, Isabelle Liberman and her
colleagues~Libermanet al., 1974! found that kindergartners
were not as skilled as second graders at counting phonetic
segments in words. Since the kindergartners were much bet-
ter at counting syllabic segments~than they were at counting
phonetic segments!, I. Liberman et al. concluded that the
poor results for phonetic segments did not have to do with
task demands, but instead accurately reflected the level of
structure the children could access. Of course, explicitly ac-
cessing phonetic structure in a counting task is different from
discriminating pairs of syllables that differ by one phonetic
segment. Nonetheless, both tasks inform us about linguistic
organization in very young listeners. Thus, we are faced with
a paradox. If infants readily discriminate syllables that differa!Electronic mail: nittrouer@cpd2.usu.edu

1261J. Acoust. Soc. Am. 112 (4), October 2002 0001-4966/2002/112(4)/1261/4/$19.00



by one phonetic segment, why aren’t they able to access that
phonetic structure at five years of age?

Assumptions about initial states impact research and in-
tervention with children having trouble learning language.
We know that children experiencing conditions such as pov-
erty or chronic middle-ear effusion have greater difficulty
than age-matched peers with speech perception and phono-
logical awareness tasks~e.g., Eimas and Clarkson, 1986;
Godfrey et al., 1981; Mody et al., 1999; Nittrouer, 1996!.
Those of us interested in these~and other! clinical popula-
tions would like to understand why such conditions produce
speech perception problems, and what we can do about it.
The way in which we conceptualize the speech perception
capacities of the infant affects how we understand the con-
stellation of findings across studies with infants, children,
and children with risk factors for language problems. Conse-
quently, I felt it was imperative to report my finding that not
all infants demonstrate capacities for phonetic discrimina-
tion, and to emphasize that some other studies have sup-
ported the same conclusion. I could have kept my results to
myself, and so avoided controversy, but I think such findings
must be acknowledged in future theoretical development. In
the remainder of this letter, I would like to address the major
criticism made by Aslinet al. of the target paper.

But what is Aslin et al.’s major criticism? It is never
clear. At some points in the letter the criticism seems to be
that I was inaccurate in my assertion that infant speech per-
ception investigators have said that infants are born able to
discriminate every phonetic contrast that could occur in the
world’s languages, with maintenance or loss of those dis-
criminative capacities determined by which contrasts are
found in the ambient language~i.e., Universal Theory!. The
authors assert that I built a ‘‘straw man with no clothes.’’ At
other points they suggest that I failed to dispel this very
notion with the evidence I presented because my assump-
tions and data collection techniques were flawed. Because
there is no focus, I will deal with each theme in the letter
separately.

Aslin et al. fret that the target paper credited Aslin and
Pisoni ~1980! with offering Universal Theory as a good de-
scription of infant speech perception capacity. Perhaps the
first author of the letter wants to distance himself from this
position. If that is the case, let me assure him that I never
attributed such a position either to him or to David Pisoni.
The target paper was clear in stating that the conclusion
reached by most investigators doing early infant speech per-
ception research has been that newborns can discriminate all
phonetic contrasts that could occur in the world’s languages,
and that over the first few months of life those not supported
by the ambient language are ‘‘lost.’’ What the target paper
states is that this view matches what Aslin and Pisoni termed
Universal Theory. Specifically, the statement made was:

Those early studies of infant speech perception
led to the widely accepted view that infants are
born with sensitivities to phonetic boundaries for
all languages~i.e., the universal set!. Experience
listening to a native language during the first
year of life, the theory holds, maintains those
boundaries supported by the ambient language,

and causes those boundaries not supported by the
ambient language to dissolve. This view of per-
ceptual development is what Aslin and Pisoni
~1980! call a ‘‘universal’’ theory. ~Nittrouer,
2001, p. 1598!

Aslin et al. are also concerned that I misrepresented
Universal Theory, as defined by Aslin and Pisoni~1980!. The
text above shows how it was described in the target paper.
Aslin and Pisoni wrote:

Universal theory assumes that, at birth, infants
are capable of discriminating all the possible
phonetic contrasts that may be used phonologi-
cally in any natural language. According to this
view, early experience functions to maintain the
ability to discriminate phonologically relevant
distinctions, those actually presented to the infant
in the environment. However, the absence of
phonologically irrelevant contrasts, which are
obviously not presented to the infant, results in a
selective loss of the abilities to discriminate
those specific contrasts.~p. 79!

In fact, in discussing Aslin and Pisoni’s chapter, Aslinet al.
write:

Maintenance—discriminative abilities that were
fully mature at the onset of experience and were
maintained or lost depending on the presence or
absence of that experience. It is this last mecha-
nism that Aslin and Pisoni described as a Univer-
sal Theory of the development of speech percep-
tion. ~p. 1257!

I fail to see the alleged discrepancy between either the Aslin
and Pisoni definition or that offered in the letter of Aslin
et al. and my description of Universal Theory.

Similarly, Aslin et al. suggest that the target paper mis-
represented other papers, but then present exactly the same
interpretation of those papers as that provided in the target
paper. For example, they write:

Nittrouer’s ~2001! incomplete and misleading
summary of Aslin and Pisoni’s~1980! model of
infant speech perception is mirrored in her treat-
ment of more recent models, most notably that of
Best ~1994! which outlines several different
ways in which classes of speech sounds are af-
fected~or not! by early experience via a process
of perceptual assimilation. Although Best did not
adopt the term Universal Theory in her model, a
mechanism analogous to maintenance is embed-
ded, in part, in her conceptualization.~p. 1258!

I believe that is exactly what the target paper said: Best
~1994! is offered as an example of a paper espousing a
~slightly modified! version of Universal Theory.

As this example shows, there are places in the letter of
Aslin et al. where the rhetoric is strong, yet no clear blow is
struck. There are also places in the letter where the target
paper is criticized for failing to appreciate aspects of current
thinking regarding infant speech perception that no one
could ever be expected to appreciate. For example, Aslin
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et al. write ‘‘Indeed, there is likely no one today who would
describe the sensitivities shown by the newborn infant as
straightforwardly ‘innate.’ ’’ ~p. 1258! In this context, ‘‘no
one’’ presumably means ‘‘no one doing infant speech percep-
tion research’’ since no one in any other area of investigation
would describe the capacities of newborns as anything other
than innate. ‘‘Present in newborns or at birth’’ is, in fact, the
definition of the word ‘‘innate.’’

Aslin et al. offer many reasons why a demonstration of
innate abilities to discriminate phonetic contrasts in all the
world’s languages should not be held to strict criteria. For
example, they state that some speech contrasts are simply
easier to discriminate than others, due to variation in acoustic
salience. Given such a suggestion, it would have been nice if
they had offered a hint as to how acoustic salience should be
measured, but it doesn’t really matter because appeals to
such notions have never helped in our understanding of hu-
man speech perception. For any given phonetic contrast, re-
gardless of its acoustic salience~however defined!, listeners
vary in their abilities to discriminate it, depending on their
native language experience. That is, the acoustic salience of
a given contrast presumably remains constant across listeners
of different languages, yet abilities to discriminate it vary
across listeners. If indeed discriminative capacities are fully
mature at the onset of experience, then we should expect
infants’ discriminative capacities for phonetic contrasts to be
as unaffected by variation in acoustic salience as those of
adults. Besides, if the suggestion being made is that I failed
to find evidence of discrimination for some contrasts because
they were not acoustically salient, it should be recalled that
the three contrasts used were ones that others have reported
infants discriminate successfully~i.e., vowels, VOT, and
sibilants!.

Aslin et al. claim that the target paper was idiosyncratic
in its view of categorical perception. They suggest that infant
speech perception investigators have historically tested a ver-
sion of categorical perception different from~i.e., weaker
than! the one against which I was judging that work. How-
ever, all descriptions of paradigms being tested in the infant
speech perception work are consistent with the classic notion
of categorical speech perception, and there was nothing in
the target paper to suggest that the view being discussed was
different from ~i.e., stronger than! the classic notion of cat-
egorical speech perception. In fact, Aslinet al. describe the
collective finding of the infant speech perception work at the
start of their letter by writing:

Since 1971, dozens of experiments have con-
firmed the initial observation that discrimination
of the acoustic correlates of consonant contrasts
is discontinuous. That is, not all physically equal
steps along synthetic continua are equally easy or
difficult for infants to discriminate. Rather, de-
pending on the regions in which they fall, some
steps are difficult to discriminate, much like the
chance levels of performance obtained from
adults for within-category differences, whereas
other steps are relatively easy to discriminate,
much like between-category performance ob-
tained from adults.~p. 1257!

That account certainly sounds like a description of classic
categorical speech perception, and it sounds like the claim is
being made that the performance of infants demonstrates
classic categorical speech perception. The purpose of the tar-
get paper was explicitly to state that collective results from
infants do not support such a strong claim. And in fact, Aslin
et al. contradict their own statement~just above! toward the
end of their letter when they write ‘‘Thus, at best, the infant
literature supports a weak view of categorical perception.’’

Toward the end of the target paper, I raise the point that
perhaps we should be asking questions about the concept of
phonetic categories as objects of perception for all language
users, not just for infants. And again, Aslinet al. seem to
make a similar suggestion toward the end of their letter, cit-
ing evidence from other investigators showing that phonetic
categories are not as solid as standard views of categorical
speech perception suggest they would be. So, at this point in
their letter~p. 1259!, I am not sure where we disagree, and so
am not sure what the source of their consternation is. In any
event, worrying about the precise definition of categorical
perception used is irrelevant, at least regarding the target
paper. Notions of categorization differ in their views of
boundary effects and of the basis of equivalence for mem-
bers of a given category. The work reported in the target
paper involved discrimination of natural tokens of phonetic
categories. Any version of categorical perception would ex-
pect these tokens to be discriminated by listeners with rep-
resentations of these categories.

Given that there actually seems to be agreement between
the points made by the target paper and points made toward
the end of Aslinet al.’s letter, it is unclear why my methods
were so severely attacked. However, concerning that attack,
let me say that such an approach to disagreement is disap-
pointing among colleagues, and simply inappropriate. Al-
though I spent several years tweaking the methods reported
in the target paper, at no point did procedures differ drasti-
cally from those of others. And at no time did slight varia-
tions in methods alter outcomes: In addition to the 121 in-
fants and children whose data were reported in the target
paper, we tested roughly another 150 using slight variations
of the methods reported there, and we never found strong
evidence of discrimination. At all times methods were sound,
reflecting my own background working with children and
infants, and even doing some hearing testing with visual re-
inforcement methods. I had many well-respected colleagues
at Boys Town National Research Hospital who were able to
offer input concerning the use of visually reinforced head-
turning procedures and psychophysical method, and I con-
tacted several infant speech perception researchers across the
country to obtain further guidance. Nonetheless, let us for a
moment extend credence to the concerns of Aslinet al., and
address them.

The first criticism is that the use of an infant seat or
highchair could negatively impact children’s responding, as
most other investigators have had infants sit on parents’ laps.
Although I really don’t think we want to consider too seri-
ously the possibility that infant speech perception might be
affected by where the child sits, it should be said that my
work did not represent the first use of an infant seat for
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testing. I refer readers to the figure on p. 245 of Kuhl~1985!.
Here we see an infant being tested while in an infant seat.

The next criticism is that my criteria of requiring 8 out
of 10 correct responses to change trials, with no more than
one false alarm to a no-change trial, was overly strict. By the
standards of most psychophysical testing, that simply is not a
stringent criterion. On the contrary, using the criterion of 8
out of 10 correct responses, regardless of whether they are
change or no-change trials, as the authors suggest, is really a
very lax criterion. Assuming that the ratio of change to no-
change trials is 0.5, this means that the infant need only turn
to 3 out of 5 change trials~i.e., 60%! to be judged as making
the discrimination. The other 5 trials judged as correct can all
be no-change trials, and it is not difficult to maintain an
infant’s attention well enough that the probability of a spon-
taneous headturn is quite low. Thus we are left with Aslin
et al. suggesting that if one adopts a conceptualization of
‘‘weak’’ phonetic categories, and uses a lax criterion to judge
that infants recognize contrasts among these categories, we
may expect an infant to successfully discriminate exemplars
of phonetic categories, as long as she is not in an infant seat
and the contrast is acoustically salient. In sum, if we must
accept all the caveats and concessions to infant speech per-
ception research that Aslinet al. propose, there are as yet no
strong conclusions to be reached concerning infants’ capaci-
ties for speech perception, which was the message of Nit-
trouer ~2001!.

I end this letter as I began it, by stating that the work of
investigators studying infant speech perception is laudable,
and has been instrumental in the development of our general
theories of speech perception. However, it is time to abandon
our old notions of phonetic categories as objects of percep-
tion for either infants or adults. We need both new concep-
tual frameworks and new methods. I do not have a solid
suggestion~yet! for what we should set in place of phonetic
categories as the objects of speech perception. But that does
not mean we should cling to our old notions of categories
and boundaries distributed along theoretical continua never
observed in natural speech—particularly when these notions
no longer advance our understanding of basic human speech
perception, of what goes wrong when children fail to acquire
speech normally, or of the best methods for intervention with
such children. Most models of speech perception used for
research and clinical practice involve~either explicitly or im-
plicitly ! some version of the phonetic segment as the basic
unit of speech organization, the ‘‘building block’’ of lan-
guage, as it is described in textbooks. Accordingly, the com-
mon view of speech perception is of listeners extracting cues
~or features! and compiling them into phonemes from which
they then create higher levels of linguistic structure. An al-
ternative view suggested by a diverse range of studies~e.g.,
Browman and Goldstein, 1990; Nittrouer and Crowther,

2001; Remezet al., 1994; Shannonet al., 1995; Surprenant
and Goldstein, 1998! is of listeners organizing the various
properties of an acoustic signal into a precisely timed,
language-specific perceptual structure from which linguistic
~including phonetic! forms somehow emerge. Although not
yet fully framed, this new view would fundamentally change
our research paradigms and our clinical practice.
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BegoStone, a commercially available super-hard plaster originally developed for dental
applications, was examined as a potential stone phantom material for shock wave lithotripsy~SWL!
research. The physical properties of BegoStone were characterized by using an ultrasound pulse
transmission method and a microhardness tester with a Vickers indenter. In addition, spherical
BegoStone phantoms (D510 mm) were fabricated and exposed to 25–500 shocks at the beam
focus of an HM-3 lithotripter operated at 20 kV and 1-Hz pulse repetition rate. It was found that the
physical properties of BegoStone are comparable to that of hard kidney stones such as calcium
oxalate monohydrate stones. In comparison to the widely use stone phantoms made of
plaster-of-Paris, BegoStone is much denser and harder, and more difficult to fragment in SWL. Yet,
both types of stone phantoms comminute progressively in SWL. In addition, BegoStone is abrasion
resistant and does not soften in urine. Therefore, BegoStone may provide a reliable and consistent
phantom material for bothin vitro and in vivo studies of stone comminution in SWL. ©2002
Acoustical Society of America.@DOI: 10.1121/1.1501905#

PACS numbers: 43.80.Gx@FD#

I. INTRODUCTION

Since its introduction in the early 1980s, shock wave
lithotripsy ~SWL! has become a well-established treatment
modality for kidney and upper ureteral stones worldwide
~Chaussyet al., 1982!. In the past decade, significant efforts
have been made to better understand the mechanisms of
stone comminution~Colemanet al., 1987; Sasset al., 1991;
Gracewskiet al., 1993; Zhonget al., 1993b; Lokhandwalla
and Sturtevant, 2000; Xi and Zhong, 2001; Eisenmenger,
2001! and tissue injury~Howard and Sturtevant, 1997;
Zhong et al., 2001! so that strategies can be developed to
improve the treatment efficiency while reducing the adverse
effects of SWL ~Xi and Zhong, 2000; Zhong and Zhou,
2001!. For mechanistic investigations, stone phantoms that
can mimic the physical properties and fragmentation charac-
teristics of renal calculi in SWL are highly desirable. Further,
representative and reliable stone phantoms are important for
comparison of different types of lithotripsy devices~Chuong
et al., 1992! and for routine quality assurance of clinical
lithotripters.

Several different types of stone phantoms have been de-
scribed previously, which are either readily available or easy
to fabricate. The most popular one is made of plaster-of-Paris
which can be mold conveniently into different sizes and ge-
ometries. The acoustic properties of plaster-of-Paris phan-
toms have been measured, which were found to be similar to
those of struvite stones but much lower than the correspond-
ing values of calcium oxalate monohydrate~COM! stones
~Chuong et al., 1992; Zhonget al., 1993a!. Other stone
phantoms that have been evaluated include Z-brick, breeze

blocks, glass marbles, and Iceland spar, although in many
cases their physical properties were not completely charac-
terized ~Whelan and Finlayson, 1988; Deliuset al., 1994;
Blitz et al., 1995!. More recently, artificial stones made of
chemical substances found in kidney stones and with physi-
cal properties comparable to their natural counterparts have
been developed~Heimbachet al., 2000!. Despite their ad-
vantage over other stone phantoms, the primary drawback of
the artificial stones is that skillful work is required in fabri-
cation and they are not commercially available.

BegoStone is a commercially available material origi-
nally developed for dental applications. In this study, we
characterized the physical properties of BegoStone, which
were found to be comparable to that of COM stones. In
addition, consistent and reproducible fragmentation in SWL
can be produced using stone phantoms made of BegoStone.
A further advantageous property of BegoStone is that it is
abrasion resistant and does not soften in urine. All together, it
appears that BegoStone can provide a reliable and consistent
phantom material for SWL research.

II. MATERIALS AND METHODS

A. BegoStone and sample preparation

BegoStone is a super-hard plaster of class 4 with ex-
tremely low expansion (,0.1%), which was originally de-
veloped for dental applications. In this study, BegoStone
~BEGO USA, Smithfield, RI! was used to fabricate spherical
stone phantoms 10 mm in diameter, using a specially de-
signed mold. Following the protocol provided by the manu-
facturer, a mixture of BegoStone was first prepared at room
temperature (20 °C) using a powder/water mixing ratio of
5:1 by weight. After stirring rigorously for about 4 min, the
mixture was then poured into the phantom mold before it

a!Author to whom correspondence should be addressed. Electronic mail:
pzhong@duke.edu
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became hardened. Subsequently, the stone phantoms were
left to cure in the mold overnight before use.

In order to determine the physical properties of BegoS-
tone, a large block of samples was also prepared following
the same protocol. After curing, thin slices~;7.5310
310 mm, T3L3W! of BegoStone were cut from the block
using a low-speed diamond saw. Each slice was then ground
in sequence through a series of silicon papers~180–600 grit!
and finally polished with 1mm alumina. After air dry for
overnight, portions of the samples to be prepared for micro-
hardness measurements were sputter coated in order to en-
hance the surface reflection and to ensure an accurate reading
of the size of the indentation impression.

B. Characterization of physical properties

An ultrasound pulse transmission method~Zhonget al.,
1993b! was employed to determine the longitudinal (CL)
and transverse (CT) wave speeds in BegoStone by measur-
ing the propagation time of an ultrasound pulse in a sample
of known thickness. Before the measurement, each specimen
was immersed in water for 30 min to fully saturate it with
water. The longitudinal and transverse wave speeds were
measured using a pair of 10-MHz longitudinal wave trans-
ducers and a pair of 5-MHz shear wave transducers, respec-
tively. To ensure good coupling between the transducers and
stone specimen, an ultrasound transmission gel~Parker Lab,
Inc.! and a viscous coupler~Panametrics! were used for lon-

gitudinal and transverse wave speed measurements, respec-
tively. In addition, the volume of the sample was calculated
based on its dimension and the weight of the sample in wet
state was measured using a precision balance, from which
the density~r! of BegoStone was determined.

Based on the theory of elastic wave propagation in ho-
mogeneous and isotropic solids, we can further calculate the
bulk (K), shear (G), Young’s (E) modules, and Poisson’s
ratio ~n! of BegoStone using the following equations:

K5rcL
2F12

4

3 S cT

cL
D 2G , ~1!

E5rcT
2 324~cT /cL!2

12~cT /cL!2 , G5rcT
2, ~2!

y5
122~cT /cL!2

2@12~cT /cL!2#
. ~3!

Moreover, acoustic impedance (Z5r* c) of BegoStone
was determined by the product of density and wave speed.
Finally, a microhardness tester~Micromet 2100, BUEHLER!
equipped with a Vickers indenter was used to measure the
Vickers hardness of BegoStone with a load of 100 g and a
dwell time of 10 s. From the indentation impression, Vickers
hardness (HV) was calculated using the following formula:

HV518 1693109* P/d2, ~4!

FIG. 1. Dose-dependent comminution
of BegoStone and plaster-of-Paris
phantoms produced by an HM-3
lithotripter at 20 kV and 1-Hz pulse
repetition rate. The fragmentation effi-
ciency is determined by the percentage
of fragments less than 2 mm.

TABLE I. Physical properties of stone phantoms and kidney stones. MAPH: magnesium ammonium phosphate hydrogen. COM: calcium oxalate monohy-
drate.

Materials
CL

~m/s!
CT

~m/s!
r

(Kg/m3)
rCL3106

(Kg/m2* s)
rCT3106

(Kg/m2* s) n
E

~GPa!
K

~GPa!
G

~GPa!
HV

~MPa!

Phantom
stones

Plaster of
Paris

2478 1471 1670 4.138 2.456 0.228 8.875 6.641 3.614 ;200

BegoStone 4400665 2271618 2174629 9.568 4.939 0.318 29.584 30.890 11.221 549625

Kidney
stones

MAPH 2798682 1634625 1587668 4.444 2.539 0.241 10.519 6.778 4.237 257680
COM 4476641 2247614 1823669 8.160 4.096 0.332 24.512 24.259 9.204 1046688

1266 J. Acoust. Soc. Am., Vol. 112, No. 4, October 2002 Y. Liu and P. Zhong: Letters to the Editor



whereP is the indenter load andd is the averaged diagonal
length of the indentation impression.

C. Stone comminution in SWL

To evaluate the fragmentation characteristics of BegoS-
tone, the spherical phantoms were treated in an HM-3 litho-
tripter operated at 20 kV and 1-Hz pulse repetition rate. Un-
der these conditions, the pressure waveform generated at the
focus of the HM-3 lithotripter has a typical peak positive/
negative pressure of 45/28 MPa ~Zhu et al., 2002!. To
mimic stone comminution in the renal pelvis, each stone
sample was placed in a plastic holder~filled with degassed
water! with a bottom made of rubber finger cot. The sample
holder was placed in an acrylic testing chamber
~254* 254* 152– 216 mm, L* W* H! filled with caster oil and
with a 25-mm-thick tissue-mimicking phantom placed at the
bottom to simulate tissue attenuation on the incident lithot-
ripter shock waves~Zhong and Zhou, 2001!.

To determine the dose dependency in stone comminu-
tion, BegoStone phantoms were randomly divided into six
groups~n55 in each group! with the samples in each group
exposed to 25, 50, 100, 200, 300, and 500 shocks, respec-
tively. Prior to the experiment, the weight of each sample
was measured in dry state. Following shock wave treatment,
all the fragments in the holder were carefully removed and
let dry in air for 48 h. Subsequently, the size distribution of
the fragments was determined by sequential sieving.

III. RESULTS

A. Physical properties

The physical properties of BegoStone were summarized
in Table I, together with the corresponding values for plaster-
of-Paris and kidney stones with a primary composition of
either magnesium ammonium phosphate hydrogen~MAPH!
or COM ~Chuonget al., 1992; Zhonget al., 1993a!. In com-
parison, BegoStone was found to have much higher values in
longitudinal and transverse wave speeds, density, acoustic
impedance, elastic moduli, and Vickers hardness than those
of a plaster-of-Paris stone phantom. Except for Vickers hard-
ness, the physical properties of BegoStone were also found
to be similar to that of COM stones, which is one of the most
difficult stones to fragment in SWL~Zhong et al., 1993a!.

Although not as hard as COM stones, BegoStone is much
harder than plaster-of-Paris phantoms and struvite stones; the
physical properties of the later two were previously shown to
be quite similar.

B. Fragmentation in SWL

Figure 1 shows the does-dependent comminution of
BegoStone phantoms in the acoustic field of an HM-3 lithot-
ripter. The efficiency of stone comminution was determined
by the percentage of fragments less than 2 mm, which can
pass spontaneously in urine following clinical SWL
~Chaussyet al., 1982!. It was found that the comminution of
BegoStone phantom in SWL increased progressively as the
number of shocks increased from 25 to 500. A similar pro-
gressive fragmentation of plaster-of-Paris stone phantoms
and kidney stones in SWL has been reported previously~Zhu
et al., 2002! and some of the data were reproduced here for
comparison. Overall, BegoStone was found to be more dif-
ficult to fragment than plaster-of-Paris phantoms although
the trends in stone comminution were similar for both phan-
toms. This finding is presumably related to the high elastic
moduli and hardness of BegoStone.

Figure 2 compares the fragmentation efficiency of Bego-
Stone, plaster-of-Paris, and kidney stones with a primary
composition of COM. All of the samples were exposed to
200 shocks at 20 kV in an HM-3 lithotripter. The results
indicate that kidney stones are easier to fragment than
plaster-of-Paris and BegoStone phantoms. Two factors may
contribute to this observation. First, the kidney stones used in
this work were generally smaller than the 10-mm spherical
phantoms~;68% by volume!. Second, the kidney stones
have heterogeneous layer structure, which makes them frag-
ile to the impact of lithotripter shock waves due to internal
wave reflection and fracture along interface of crystalline and
matrix materials~Khan et al., 1986; Clevelandet al., 2001!.
Clinically, it has been reported that kidney stones with het-
erogeneous layer structure are much more fragile in SWL
than stones with homogenous structure~Bhattaet al., 1989!.

FIG. 2. Comparison of fragmentation
of BegoStone, plaster-of-Paris, and
kidney stones with a primary compo-
sition of calcium oxalate monohydrate
after 200 shocks produced by an
HM-3 lithotripter operated at 20 kV
and 1-Hz pulse repetition rate.
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Nevertheless, the results from this and previous studies~Zhu
et al., 2002! demonstrate that both BegoStone and plaster-of-
Paris phantoms can mimic the basic fragmentation character-
istics of kidney stones in SWL~Chaussyet al., 1982; Khan
et al., 1986!.

IV. DISCUSSION AND CONCLUSIONS

In this study, we evaluated the physical properties and
fragmentation characteristics of BegoStone phantoms in
SWL. It was found that BegoStone has acoustical and me-
chanical properties similar to that of COM stones. In addi-
tion, consistent and reproducible fragmentation in SWL can
be produced using stone phantoms made of BegoStone. In
comparison to the plaster-of-Paris stone phantoms widely
used in SWL research, BegoStone can mimic more closely
the physical properties of hard and dense kidney stones, such
as COM stones. Moreover, a significant disadvantage of
plaster-of-Paris and other artificial stone phantoms is that
they will usually soften in urine, making it difficult to use
these phantoms in animal studies. In contrast, BegoStone is
abrasion resistant and does not soften in urine. Therefore, it
may provide a better phantom material forin vivo stone com-
minution experiments. Overall, BegoStone appears to pro-
vide a reliable and consistent phantom material for SWL
research.

ACKNOWLEDGMENTS

The authors would like to acknowledge the suggestion
made by Wolfgang Merkle of EMS, Inc. for investigating the
use of BegoStone as a phantom material for lithotripsy re-
search. This work was supported in part by NIH thorough
Grants Nos. RO1-DK52985 and RO1-DK58266.

Bhatta, K. M., Prien, E. L., and Dretler, S. P.~1989!. ‘‘Cystine calculi—
rough and smooth: a new clinical distinction,’’ J. Urol.142, 937–940.

Blitz, B. F., Lyon, E. S., and Gerber, G. S.~1995!. ‘‘Applicability of Iceland
spar as a stone model standard for lithotripsy devices,’’ J. Endourol9~6!,
449–452.

Chaussy, C., Schmiedt, E., Jocham, D., Walther, V., Brendel, W., Forssmann,
B., and Hepp, W.~1982!. Extracorporeal Shock Wave Lithotripsy: New
Aspects in the Treatment of Kidney Stone Disease~Karger, Basel!.

Chuong, C. J., Zhong, P., and Preminger, G. M.~1992!. ‘‘A comparison of
stone damage caused by different modes of shock wave generation,’’ J.
Urol. 148, 200–205.

Cleveland, R. O., McAteer, J. A., and Mu¨ller, R. ~2001!. ‘‘Time-lapse non-

destructive assessment of shock wave damage to kidney stonesin vitro
using micro-computed tomography,’’ J. Acoust. Soc. Am.110, 1733–1736.

Coleman, A. J., Saunders, J. E., Crum, L. A., and Dyson, M.~1987!.
‘‘Acoustic cavitation generated by an extracorporeal shockwave lithot-
ripter,’’ Ultrasound Med. Biol.13, 69–76.

Delius, M., Ueberle, F., and Gambihler, S.~1994!. ‘‘Destruction of gall-
stones and model stones by extracorporeal shock waves,’’ Ultrasound
Med. Biol. 20~3!, 251–258.

Eisenmenger, W.~2001!. ‘‘The mechanisms of stone fragmentation in
ESWL,’’ Ultrasound Med. Biol.27, 683–693.

Gracewski, S. M., Dahake, G., Ding, Z., Burns, S. J., and Everbach, E. C.
~1993!. ‘‘Internal stress wave measurements in solids subjected to lithot-
ripter pulses,’’ J. Acoust. Soc. Am.94, 652–661.

Heimbach, D., Munver, R., Zhong, P., Jacobs, J., Hesse, A., Muller, S. C.,
and Preminger, G. M.~2000!. ‘‘Acoustic and mechanical properties of
artificial stones in comparison to natural kidney stones,’’ J. Urol.164~2!,
537–544.

Howard, D., and Sturtevant, B.~1997!. ‘‘ In vitro study of the mechanical
effects of shock-wave lithotripsy,’’ Ultrasound Med. Biol.23, 1107–1122.

Khan, S. R., Hackett, R. L., and Finlayson, B.~1986!. ‘‘Morphology of
urinary stone particles resulting from ESWL treatment,’’ J. Urol.136,
1367–1372.

Lokhandwalla, M., and Sturtevant, B.~2000!. ‘‘Fracture mechanics model of
stone comminution in ESWL and implications for tissue damage,’’ Phys.
Med. Biol. 45, 1923–1940.

Sass, W., Braunlich, W. M., Dreyer, H. P., Matura, E., Folberth, W., Priem-
eyer, H. G., and Seifert, J.~1991!. ‘‘The mechanisms of stone disintegra-
tion by shock eaves,’’ Ultrasound Med. Biol.7~3!, 239–243.

Whelan, J. P., and Finlayson, B.~1988!. ‘‘An experimental model for the
systematic investigation of stone fracture by extracorporeal shock wave
lithotripsy,’’ J. Urol. 140, 395–400.

Xi, X. F., and Zhong, P.~2000!. ‘‘Improvement of stone fragmentation dur-
ing shock wave lithotripsy using a combined EH/PEAA shock wave
generator—In vitro experiments,’’ Ultrasound Med. Biol.6, 457–467.

Xi, X. F., and Zhong, P.~2001!. ‘‘Dynamic photoelastic study of the tran-
sient stress field in solids during shock wave lithotripsy,’’ J. Acoust. Soc.
Am. 109, 1226–1239.

Zhong, P., and Zhou, Y. F.~2001!. ‘‘Suppression of large intraluminal bubble
expansion in shock wave lithotripsy without compromising stone commi-
nution: Methodology andin vitro experiments,’’ J. Acoust. Soc. Am.110,
3283–3292.

Zhong, P., Chuong, C. J., and Preminger, G. M.~1993a!. ‘‘Characterization
of fracture toughness of renal calculi using a microindentation technique,’’
J. Mater. Sci. Lett.12, 1460–1462.

Zhong, P., Chuong, C. J., and Preminger, G. M.~1993b!. ‘‘Propagation of
shock waves in elastic solids caused by the impact of cavitation microjets:
Part II. Application to extracorporeal shock wave lithotripsy,’’ J. Acoust.
Soc. Am.94, 29–36.

Zhong, P., Zhou, Y. F., and Zhu, S. L.~2001!. ‘‘Dynamic of bubble oscilla-
tion in constrained media and mechanisms of vessel rupture in SWL,’’
Ultrasound Med. Biol.27, 119–134.

Zhu, S. L., Cocks, F. H., Preminger, G. M., and Zhong, P.~2002!. ‘‘The role
of stress waves and cavitation in stone comminution in shock wave lithot-
ripsy,’’ Ultrasound Med. Biol.28, 661–671.

1268 J. Acoust. Soc. Am., Vol. 112, No. 4, October 2002 Y. Liu and P. Zhong: Letters to the Editor



An effective quiescent medium for sound propagating
through an inhomogeneous, moving fluid
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The idea of similarity between acoustic fields in a moving fluid and in a certain ‘‘effective’’
quiescent medium, first put forward by Lord Rayleigh, proved very helpful in understanding and
modeling sound propagation in an atmosphere with winds and in an ocean with currents, as well as
in other applications involving flows with small velocity compared to sound speed. Known as
effective sound speed approximation, the idea is routinely utilized in the contexts of the ray theory,
normal mode representation of the sound field, and the parabolic approximation. Despite the wide
use of the concept of effective sound speed in acoustics of moving media, no theoretical justification
of Rayleigh’s idea was published that would be independent of the chosen representation of the
sound field and uniformly apply to distinct propagation regimes. In this paper, we present such a
justification by reducing boundary conditions and a wave equation governing sound fields in the
inhomogeneous moving fluid with a slow flow to boundary conditions and a wave equation in a
quiescent fluid with effective sound speed and density. The derivation provides insight into validity
conditions of the concept of effective quiescent fluid. Introduction of effective density in
conjunction with effective sound speed is essential to ensure accurate reproduction of acoustic
pressure amplitude in the effective medium. Effective parameters depend on sound speed, flow
velocity, and density of the moving fluid as well as on sound propagation direction. Conditions are
discussed under which the dependence on the propagation direction can be avoided or relaxed.
© 2002 Acoustical Society of America.@DOI: 10.1121/1.1504853#

PACS numbers: 43.20.Bi, 43.28.Py, 43.30.Es@ANN#

I. INTRODUCTION

In modeling sound propagation in the atmosphere,1–11

the effects of ocean currents on underwater sound,12–21 and
acoustic waves in tubes with flow,22–24 many researchers
substitute the moving fluid by a motionless fluid with some
‘‘effective’’ sound speed. The concept of the effective mo-
tionless fluid was introduced by Lord Rayleigh in connection
with his study of the two-dimensional~2D! problem of ray
refraction due to wind. Without providing validation, he
wrote: ‘‘...the course of a ray in a moving, but otherwise
homogeneous, medium, is the same as it would be in a me-
dium, of which all parts are at rest, if the velocity of propa-
gation is increased at every point by the component of the
wind-velocity in the direction of the ray.’’25 Apparently,
Rayleigh believed that the correspondence between acoustic
rays in a moving and effective medium is exact. In fact, the
correspondence proves to be only approximate,26,27 and gen-
erally requires that flow velocity is small compared to sound
speed and is roughly aligned along or against the direction of
sound propagation. A detailed analytical and numerical study
of the errors introduced by the concept of the effective me-
dium can be found in Ref. 28.

An approach that consists of substituting the problem of
calculating the acoustic field in a moving medium by calcu-
lating the field in a motionless fluid with an effective sound

speed, as proposed by Rayleigh, is usually called the effec-
tive sound speed approximation~ESSA!. A more accurate
representation of the acoustic field can be achieved when a
flow velocity-dependent effective density~Ref. 28 and Ref.
29, Sec. 4.1! is introduced in addition to the effective sound
speed. We will refer to this more general approach as the
effective motionless medium approximation~EMMA !.30 The
appeal of ESSA and EMMA is rooted in the fact that both the
theory and numerical simulations of sound propagation are
by far simpler in motionless than in moving media. Further-
more, available numerical models for simulating sound
propagation are more numerous and better developed in the
motionless case. ESSA and EMMA offer a valuable intuitive
picture of the effects of medium motion on the acoustic field.
These approximations preserve the property of the true
acoustic field of being invariant32 with respect to a simulta-
neous interchange in the source and receiver positions and
reversal of the flow direction. This is of particular impor-
tance in ocean current tomography18,19 and other
applications23,24 that rely on reciprocal transmissions for
measuring flow velocity fields.

In addition to the ray theory, ESSA and/or EMMA were
applied to study acoustics fields in moving media within the
normal mode approach,16,20,21 the parabolic
approximation,9,14,15,17,33 and with other full-field
techniques.4,7,10,11,33,34Within the confines of the parabolic
approximation14,35 or the ray26–28 and the normal mode rep-
resentations of the field,16,36 the accuracy of ESSA and
EMMA can be evaluated by comparing resulting parabolic

a!Also affiliated with Acoustic Wave Propagation Laboratory, P. P. Shirshov
Oceanography Institute of the Russian Academy of Sciences, Mos-
cow 117851, Russia. Electronic mail: oleg.godin@noaa.gov
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wave equations, ray equations, boundary value problems for
local normal modes, or mode coupling equations, to those
resulting from a rigorous theory.

Despite the wide use of the concept of effective sound
speed in acoustics of moving media, to our knowledge, no
theoretical justification of Rayleigh’s idea was published that
would be independent of the chosen representation of the
sound field and uniformly apply to distinct propagation re-
gimes in a three-dimensional~3D! inhomogeneous moving
fluid. The objective of the present paper is to fill this void.
We deduce effective motionless medium approximation from
first principles by reducing boundary conditions and a wave
equation governing sound fields in an inhomogeneous mov-
ing fluid with a slow flow, to boundary conditions and a
wave equation in a quiescent fluid with effective sound speed
and density.

With this introduction, the remainder of the paper is or-
ganized as follows. In Sec. II, we introduce a formal defini-
tion of the effective motionless fluid and demonstrate that the
acoustic boundary conditions and the wave equation for
sound in a moving fluid are approximately equivalent to the
boundary conditions and the wave equation in the effective
medium. General applicability conditions of EMMA and es-
timates of its accuracy are analyzed in Sec. III for four spe-
cial cases of particular practical importance. Assumptions
underlying EMMA and the degree of freedom available in
choosing the effective medium parameters, are further dis-
cussed in Sec. IV. In Sec. V we summarize the major find-
ings of this work. Derivation of the acoustic wave equation
for a fluid with slow flows from the fluid mechanics equa-
tions and properties of the wave equation are reviewed in the
Appendix.

II. DERIVATION OF EMMA

The starting point of our analysis is the wave equation
for sound in moving fluid with slow currents,37 which is
discussed in the Appendix. For continuous acoustic waves of
frequencyv, the wave equation~A10! becomes
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where p stands for acoustic pressure andd/dt52 iv1u
•“. Time dependence exp(2ivt) of the acoustic field is as-
sumed and suppressed. In a fluid with arbitrary smooth de-
pendence of sound speedc, densityr, and flow velocityu on
coordinatesxk , k51,2,3, Eq.~1! is valid up to the terms of
second order in the Mach numberM5u/c. We want to dem-
onstrate that, under some conditions, wave equation~1! is
equivalent to the reduced wave equation
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describing acoustic fields in the quiescent fluid with ‘‘effec-
tive’’ sound speedce and densityre .

As discussed in the Introduction, effective parameters
depend on the direction of sound propagation. To formalize
the requirement that the direction of propagation can be at-
tributed to the acoustic field at a given point, we assume that

“p5 iknp1O~e1M !, k5v/c, ~3!

where 0,e!1. Physically, Eq.~3! means that approxi-
mately, up to small terms of the order ofe andM, the acous-
tic field is a locally plane wave with wave vectorkn. The
real valued vector n specifies direction of wave
propagation.38 It is a function of position and, possibly, wave
frequency.

We define the effective motionless medium as a fluid
with

ce5c1u•n, re5rc2/ce
2 ~4!

and no ambient flow. Obviously, in the limit of vanishing
current velocityu, effective sound speed and density reduce
to the sound speed and density of the real fluid.

Consider the difference,D, between the left-hand sides
of wave equations~1! and ~2!. With the definition~4!, we
have
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Using Eq.~3! to express terms with derivatives of acoustic
pressure in Eq.~5! in terms ofn and p, after some algebra
one finds that
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If the following three conditions
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~7!

are met, the square bracket on the right-hand side of Eq.~6!
can be estimated as k2cO(eM ) and D5O((e
1M )Mk2p/r). Hence, the reduced wave equation~2! cor-
rectly reproduces leading order terms due to fluid motion.
Current effects are modeled by Eq.~2! with accuracy up to
the factor 11O(e1M ).

When medium parameters are discontinuous across
some interfaces, the acoustic wave equation has to be supple-
mented by boundary conditions. At an interface within a
moving fluid, the linearized kinematic and dynamic bound-
ary conditions are, respectively,32

@w•N#S50, ~8a!

@p1~w•N!~N•“p0!#S50, ~8b!
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where surfaceS is the interface in the absence of the acoustic
wave,N is a unit normal toS, w is oscillatory displacement
of fluid particles due to the wave, and@ "#S stands for the
jump of the bracketed quantity acrossS. The oscillatory dis-
placement is related to the acoustic pressure by the
equation32

r d2w/dt21“p5O~p“p0 /rc2!. ~9!

In an effective quiescent medium acoustic boundary condi-
tions are~Ref. 31, Sec. 1.1!

F “p

v2re
•NG
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50, ~10a!

@p#S50. ~10b!

Let us compare the boundary conditions in moving and
effective media. It is shown in the Appendix that“p0

5rc2 O(M2) in a fluid with slow ambient flow~as long as
gravity and Earth’s rotation are neglected!. Hence, the dy-
namic boundary conditions~8b! and ~10b! differ only by
second-order terms inM. Further, by iteratively solving Eq.
~9! for w, one finds that
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For the differenceD1[w2“p/v2re we have from Eqs.~3!,
~4!, and~11!
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Assuming that@cf. Eq. ~7!#

v21~u•“ !n5O~eM !, rPS, ~13!

we haveD[O(M (M1e)“p/v2r) from ~12!. Hence, the
boundary conditions at the interface within the fluid are re-
produced within the EMMA with accuracy up to the factor
11O(M (M1e)). Quite similarly, the boundary
conditions32 w•N50 at the rigid surface andp1(w•N) (N
•“p0)50 at the pressure-release surface in the moving fluid
are approximated by their counterpartsN•“p50 andp50
in the effective medium with accuracy up to the factor 1
1O(M (M1e)).

In determining the accuracy of boundary conditions ap-
proximation within EMMA, we used Eq.~3! and implied that
both incident and reflected waves can be approximately char-
acterized by the same propagation directionn. When the
wave vector of the incident wave iskn, the variation of the
wave vector at reflection is 2k(n•N)N. For the difference in
the propagation directions to beO(e), we have to require
that

n•N5O~e!, ~14!

that is, grazing angles with respect to the reflecting surface
should be small.

To summarize, under conditions~3!, ~7!, ~13!, and ~14!
the wave equation and boundary conditions for the acoustic
field in a moving fluid with slow currents are approximated
by the wave equation and boundary conditions in an effec-
tive quiescent fluid with parameters~4! with accuracy to the

termsO(M (M1e)), which are much smaller than the lead-
ing termsO(M ) due to the currents. The physical meaning
of the conditions~7! is that the relative variations of the
sound speed and current velocity as well as the variation of
the wave propagation direction are small compared to unity
over distances of the order of wavelength. To be more pre-
cise, Eq.~7! requires the variations to be smallin the wave
propagation directiononly. The condition~13! additionally
requires that, along reflecting boundaries, variations in
propagation direction are small, over the wavelength, in the
direction of current velocity.

III. EXAMPLES

In this section we establish validity of EMMA for four
important propagation regimes.

A. A weakly inhomogeneous moving medium

Consider a plane sound wave incident on a volumeV
occupied by a fluid with weak inhomogeneities in sound
speed (dc/c!1) and density (dr/r!1) and slow currents
(M!1). As long as the intensity of the scattered waves re-
mains small compared to the intensity of the incident wave,
Eq. ~3! holds, wheren can be chosen as the unit vector in the
direction of the wave vector of the incident wave. Then, the
first and third conditions in Eq.~7! as well as condition~13!
are met, but the second condition in~7! is not necessarily
fulfilled. Still, taking into account that“•u5O(M3) ~see
the Appendix!, we haveD5O((e1M )Mk2p/r) from Eq.
~6!. Moreover, it follows from~6! that Eq.~7! can be substi-
tuted by

v21
“c5O~e!, ~kr!21¹r5O~e!,

~15!
k21¹nj5O~e!, j 51,2,3

as a sufficient condition for the above estimate of the dis-
crepancyD between the wave equations in moving and ef-
fective media to be valid.

Hence, EMMA is applicable in a weakly inhomoge-
neous medium without reflecting boundaries. Reflection at
boundaries can also be considered within EMMA as long as
condition ~14! is met. Obviously, the above reasoning and
the conclusions remain intact when the incident wave, in-
stead of being plane, has a narrow angular spectrum of width
O(e) around the directionn.

B. A duct with an axial flow

Consider normal modes in a regular three-dimensional
wave guide with fluid flow. We choose theOx coordinate
axis along the wave guide axis and assume that medium
parameters do not depend onx, and flow velocity is along the
waveguide axis:c5c(y,z), r5r(y,z), u5(u(y,z),0,0).
The boundaries of the duct are supposed to be cylindrical
surfaces invariant with respect to translations along theOx
axis.

Acoustic pressure in the normal modeps

5exp(ijsx)fs(y,z), wheres51,2,3,... stands for the mode or-
der. When propagation constantsjs of normal modes are
clustered aroundk05const, that is
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ujs2k0u<k0e1 , 0,e1!1, ~16!

and cross-axis components of“p are small compared to the
axial component, that is

i“fsi<k0e2ifsi , 0,e2!1, ~17!

one can ensure validity of condition~3! by choosingn
5(k0 /k,0,0) ande5max(e1,e2). Then conditions~7!, ~13!,
and ~14! are also met. Hence, EMMA is applicable in this
problem.

In fact, the domain of EMMA applicability is even
wider. As shown in the Appendix, the wave equation~A10!
is exact in the case of a duct with an axial flow. For normal
modes,~A10! reduces to a two-dimensional wave equation
with respect to the mode shape functionsfs :

“•

“f

rb2 1S v2

rc22
j2

rb2Df50, b~j!512
ju

v
. ~18!

Supplemented by respective boundary conditions and/or con-
ditions at y21z2→`, Eq. ~18! specifies a 2D boundary
value problem, of which mode propagation constantsjs are
eigenvalues. Within EMMA, using effective sound speed and
density~4!, we obtain from Eq.~2!,

“•

“f

re
1S v2

rc22
j2

re
Df50. ~19!

For any given mode, its mode shape function calculated
within EMMA can be madeexactlyequal to the true shape
function by definingn in Eq. ~4! is such a way thatre

5rb2(js) and, hence,ce5c/b(js). Comparing coefficients
in Eqs.~18! and~19! we see that for modes with propagation
constants in the intervalk02e1k0,j,k01e1k0 , their
propagation constants can be calculated within EMMA up to
the factor 11O(e1M ) by defining effective sound speed and
density asce5c/b(k0) andre5rb2(k0). Hence, condition
~17!, which restricts cross-axial components of pressure gra-
dient, can be dropped; Eq.~16! is a sufficient condition for
EMMA applicability.

The same conclusion can be obtained by evaluating the
right-hand side of Eq.~5! in this special case of axial flow.

C. An almost-layered moving medium

Consider sound propagation at small grazing angles in a
moving fluid the parameters of which are slowly varying
functions of horizontal coordinatesx and y, but which can
vary rapidly with the vertical coordinatez: c5c(kx,ky,z),
r5r(kx,ky,z), and u5u(kx,ky,z), where 0<k!1. The
vertical component of current velocity in such an almost-
layered medium is known to be small:u35O(ku) ~Ref. 39,
Sec. 7.3!. We assume that the slope of the boundaries, if
there are any, isO(k); that is, the boundaries are almost
horizontal. These assumptions are valid, in particular, in the
problem of long-range sound propagation in the ocean.

Let us definee as the larger between the characteristic
grazing angle x and the anisotropy parameterk, e
5max(k,x). Taking into account that horizontal refraction
angles are of the order ofO(k1M ) ~Ref. 39, Sec. 7.3!, we
see that condition~3! is met in the almost layered medium
whenn is chosen as a unit horizontal vector in the direction

from source to receiver. Further, an inspection shows that all
the conditions ~7!, ~13!, and ~14! are met, and, hence,
EMMA is applicable in the almost layered medium. Note
that the effective sound speed~4! in this case is the sum of
the sound speed and the horizontal component of the projec-
tion of the flow velocity on the source-receiver vertical
plane. Such a definition of the effective sound speed is con-
sistent with the definition normally implied in the applica-
tions of the effective medium approximation to problems in
underwater and atmospheric acoustics.

D. High-frequency waves

Let the spatial scale of the medium parameters’ varia-
tion, L, be large compared to acoustic wavelength:kL@1.
We do not impose restrictions on the amplitude of the rela-
tive variations in the parameters:dc/c&1, dr/r&1, uduu/u
&1. In this high-frequency case, the acoustic field can be
described using the ray theory or its caustic modifications.
For a field component corresponding to a ray arrival~and
also to a set of strongly interfering, indistinguishable rays40

in the vicinity of a caustic! we satisfy condition~3! by choos-
ing n as a unit vectort tangent to the ray ande51/kL. The
vectort significantly varies at distances of the orderL. It is
easy to verify that condition~7! is met and, hence, EMMA is
applicable. In the limit ofkL→`, EMMA is accurate up to
the terms O(M2). The disadvantage of this version of
EMMA is that effective media are different for different rays.
Although rather accurate, this version of EMMA is imprac-
tical.

A much more useful approximation is obtained when
consideration is limited to paraxial wave fields. Let rays
make a small angle with a certain constant vectorn0 . We
designatex as the characteristic angle between the rays and
the vector n0 and definee5max(1/kL,x). Then Eq. ~3!
holds withn5n0 , and the effective medium defined by Eq.
~4! is common for all components of the acoustic field. Con-
dition ~7! is also met and, hence, EMMA is applicable. Ac-
cording to ~13! and ~14!, sound reflection can also be de-
scribed within this version of EMMA as long as slopes of the
reflecting surfaces with respect ton0 do not exceedO(x). In
the limit of kL→`, e5x and from the results of Sec. II, it
follows that the version of EMMA at hand is accurate up to
the termsO(Mx1M2).41

IV. DISCUSSION

In order for the concept of the effective medium to be
introduced, it was necessary to require that, in addition to the
Mach numberM, there is an additional small dimensionless
parameter,e, in the problem. This is because generic acoustic
fields in a generic inhomogeneous medium do not necessar-
ily have a specific direction of propagation, both in moving
and motionless fluids. The physical meaning ofe is different
in different problems. As has been shown above,e can be
related to the amplitude of relative variations in sound speed
and density, to anisotropy in variation of medium parameters
in the horizontal and vertical directions, or to the ratio of
acoustic wavelength to the representative spatial scale of me-
dium inhomogeneity. It is an important feature of EMMA
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based on Eq.~4! that the wave equation and the boundary
conditions in the effective medium reduce to the exact wave
equation and boundary conditions in the limit of vanishing
flow velocity. In other words, only the second-order terms
O(eM ) and O(M2) are neglected in EMMA, but not the
first-order termsO(M ) or any termsO(es), s51,2,... with-
out M.

In this respect, EMMA differs from the more crude lin-
earized approximations, where termsO(e2) ~such as terms
of the second order in relative sound speed variations,3,8 as-
sumed to be small! are neglected. Sometimes ESSA and its
domain of validity are examined~Ref. 42 and Ref. 29, Sec.
3.6! by comparing the results of such a linearized approach
to exact ray calculations in moving fluid. As demonstrated in
Ref. 28, the resulting conditions42 are unnecessarily restric-
tive, with the accuracies and the validity domains of EMMA
and the linearized approach being dramatically different in
an underwater acoustics setting wheree@M .

The conditions~3!, ~7!, ~13!, and~14! imposed in Sec. II
on the medium parameters and the acoustic field should be
viewed as sufficient conditions of EMMA applicability. The
examples considered in Sec. III suggest that the basic condi-
tion ~3! can be relaxed and replaced with a less restrictive
conditionu•“p5 ikn•up1O(eM1M2), which, unlike~3!,
does not impose any limitations on acoustic pressure varia-
tion in directions normal to flow velocity. The possibility of
using the latter condition instead of~3! has not been estab-
lished in the general case.

Note that the definition of the effective medium is not
unique. The derivation of EMMA presented in Sec. II is little
changed, and the result stands when effective sound speed
and density differ fromce andre , as defined by Eq.~4!, by
the termsO(eM1M2). For instance, for effective density
one can taker(122u•n/c) rather thanrc2/ce

2. However,
neither the wave equation~1! nor boundary conditions can be
approximated to the required accuracyO(eM1M2) without
introducing a flow velocity-dependent effective density in
addition to an effective sound speed.

The phase of the high-frequency waves is independent
of density and density gradients and, hence, is not affected
by re . Examination of explicit expressions for a high-
frequency acoustic field in moving media within the WKB
~Ref. 31, Sec. 8.1! and the ray28 approximations shows that,
without introduction of the effective densityre ~4!, the am-
plitude error of EMMA would beO(M ).

We are not aware of any definition of the effective mo-
tionless medium that would systematically improve on the
approximation of equations of linear acoustics of moving
media compared to the accuracyO(eM1M2) of EMMA
based on the definition~4!.

V. CONCLUSION

The concept of an effective motionless medium first in-
troduced in acoustics by Lord Rayleigh within the confines
of the ray theory, can be successfully used in wave theoreti-
cal modeling of sound fields. Applicability of the concept
and accuracy of the resulting effective motionless medium
approximation rely on~i! the flow velocity being small com-

pared to sound speed;~ii ! various components of the acoustic
field having similar propagation directions; and~iii ! varia-
tions in the environmental parameters and the propagation
directions being either small or gradual in the predominant
direction of wave propagation. These conditions are formal-
ized by Eqs.~3!, ~7!, ~13!, ~14!, and~15!. Parameters of the
effective motionless fluid are defined by Eq.~4!. It has been
demonstrated that, when the conditions~3! and either~7! or
~15! are met, the acoustic wave equation in a moving fluid
reduces to the wave equation in the effective medium, up to
the terms of second order in the small parameters of the
problem. When conditions~14! and ~15! are also met, the
boundary conditions in moving fluid reduce to the boundary
conditions in the effective medium. Introduction of a flow
velocity-dependent effective density in addition to an effec-
tive sound speed proves to be necessary to ensure that there
is correspondence between the equations governing acoustic
fields in moving and effective media.

These results can serve as a justification of the past and
present wide use of the effective medium approximation in
various applications, but also indicate the limits of the ap-
proximation applicability and the circumstances under which
more rigorous approaches29,31,39to modeling sound propaga-
tion in moving media become indispensable.

ACKNOWLEDGMENTS

This work was motivated by thought-provoking ques-
tions posed by the late Frederick D. Tappert. Discussions
with A. G. Voronovich~NOAA/ETL!, E. C. Shang~Scripps
Institution of Oceanography,~UCSD!, and V. E. Ostashev
~CIRES, University of Colorado at Boulder! are gratefully
acknowledged. The research leading to this paper was sup-
ported in part by the U.S. Office of Naval Research and a
National Research Council Research Associateship Award at
NOAA/ETL.

APPENDIX: WAVE EQUATION FOR ACOUSTIC
WAVES IN AN INHOMOGENEOUS, MOVING FLUID

In this Appendix, we obtain from the first principles an
approximate acoustic wave equation for sound in an inhomo-
geneous, moving fluid, where flow velocity is small com-
pared to sound speed. The derivation presented below is a
slightly simplified version of the original derivation outlined
in Godin.37

Consider a fluid flow where, in the absence of acoustic
waves, sound speedc, density r, and flow velocityu are
arbitrary smooth functions of position and do not depend on
time. The Mach number of the ambient flow,M[u/c, is
small compared to unity. We assume that fluid motion is
adiabatic in the thermodynamic sense, neglecting irreversible
thermodynamic processes associated with heat conduction
and, in the case of multicomponent fluids like sea water,
admixture diffusion. Then the entropy density and the con-
centrations of the admixtures are constant in the fluid particle
during its motion. Consequently, convective derivatives of
pressure and density are proportional to each other. For the
ambient flow, the full nonlinear equations~Ref. 39, Sec. 4.1!
of fluid dynamics become

“p052r~u•“ !u, ~A1!

“•~ru!50, ~A2!
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~u•“ !p05c2~u•“ !r, ~A3!

where p0 is pressure in the ambient flow. We neglect the
force of gravity and the Earth’s rotation. Note that, unlike the
motionless case, in the moving medium sound speedc(r )
and densityr(r ) fields cannot be prescribed independently.
The fields have to be consistent with each other and the
current velocity field as required by the fluid mechanics
equations~A1!–~A3!.

Note that“p05O(M2). From Eqs.~A1!–~A3! it fol-
lows that

“•u52
1

r
~u•“ !r

52
1

rc2 ~u•“ !p05
1

c2 u•~u•“ !u5O~M3!. ~A4!

Hence, for slow fluid flows, divergency of the flow velocity
and variations of the medium density, sound speed, and flow
velocity along the trajectory of the particle in the ambient
flow are all negligibly small.

Perturbationsv and p to the velocity of fluid particles
and pressure due to acoustic waves are related by equations
of fluid mechanics linearized with respect to the wave am-
plitude. The linearized equations can be written as~Ref. 39,
Sec. 4.1!

dv

dt
1~v"“ !u52

“p

r
1OS p“p0

r2c2 D ,
d

dt
5

]

]t
1u"“,

~A5!

1

rc2

dp

dt
1“"v5OS p“"u

rc2 1
pu“p0u
r2c3 D , ~A6!

whered/dt stands for convective time derivative following
ambient flow.

Our goal is to reduce Eqs.~A5! and ~A6! to a closed-
form equation with only one dependent variable,p. By ap-
plying operators“ andd/dt to Eqs.~A5! and ~A6!, respec-
tively, and substracting the results, we find that

d

dt S 1

rc2

dp

dt D2“"
“p

r

52
]uk

]xj

]v j

]xk
1OS 1

r2c3

dp

dt
~rc“"u1u“p0u! D . ~A7!

Summation over repeated indicesj, k51,2,3 is implied. To
exclude componentsv j of the unknown oscillatory velocityv
from Eq. ~A7!, it is helpful to note that convective deriva-
tives of v j are related to acoustic pressure gradient by Eq.
~A5!. We apply the operatord/dt to Eq. ~A7! and use Eq.
~A5! to obtain

d

dt F d

dt S 1

rc2

dp

dt D2“"
“p

r G12
]uk

]xj

]

]xk
S 1

r

]p

]xj
D

52Q1OS 1

r2c3

d2p

dt2
~rc“•u1u“p0u! D , ~A8!

where

Q5uj

]2uk

]xj]xm

]vm

]xk
2v j

]2um

]xj]xk

]uk

]xm
22

]uk

]xm

]um

]xj

]v j

]xk
.

~A9!

Obviously,Q is proportional toM2. Taking into account that
“p05O(M2) and “•u5O(M3) and neglecting terms
O(M2) in Eq. ~A8!, we arrive at an approximate wave equa-
tion

d

dt F d

dt S 1

rc2

dp

dt D2“"
“p

r G12
]uk

]xj

]

]xk
S 1

r

]p

]xj
D50. ~A10!

This equation was first obtained in Ref. 37. Solutions to the
equation correctly describe terms of the first order inM in
the acoustic field, i.e., leading-order effects of weak currents.
The solutions generally differ from the true field in the
second-order terms.

In fact, the above derivation shows that the approximate
wave equation~A10! has somewhat wider domain of validity
than the case of slow currents (M!1) considered in Ref. 37.
It follows from ~A1!, ~A4!, and ~A9!, that “p050, “•u
50, andQ50 when

~u•“ !u50 ~A11!

and

~u•“ !
]u

]xk
50 ~A12!

for all k51,2,3. Hence, for ambient flows satisfying condi-
tions ~A11! and~A12!, the wave equation~A10! is exactin a
3D inhomogeneous moving fluid regardless of the Mach
number value. It should be emphasized that no additional
assumptions@aside from the ambient flow parameters being
consistent with the fluid mechanics equations~A1!–~A3!#
about sound speed and density variations need to be made
for the wave equation~A10! to be exact.

Equations~A11! and ~A12! describe a moving fluid in
which the sound speed, density, flow velocity, and gradients
of its components are all constant along streamlines of the
ambient flow. Among flows satisfying conditions~A11! and
~A12! are vertically stratified horizontal flow u
5(u1(z),u2(z),0), which can serve as a reasonable first ap-
proximation to ocean currents and atmospheric wind, and
unidirectional flow with arbitrary dependence on cross-flow
coordinatesu5(u1(y,z),0,0), which may be a good model
of flows in tubes and jets. Previously, for 3D inhomogeneous
moving media, exact acoustic wave equations were derived43

assuming the vertically stratified horizontal flow or the uni-
directional flow. An inspection shows that~A10! reduces to
known exact wave equations in these special cases. Equation
~A10! also reduces to the well-known exact wave equations
for plane stratified~Ref. 29, Sec. 4.1 and Ref. 31, Sec. 1.1!
and cylindrically stratified44 moving media.

Equation~A10! is just one member of a large family of
approximate wave equations for sound in an inhomogeneous
moving fluid. More accurate~and more cumbersome! wave
equations are known that account for second-order terms in
M in the case of general dependence of medium parameters
on all three spatial coordinates. Other approximate wave
equations take into account time dependence of the param-
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eters and effects of gravity. Still other approximate wave
equations are valid for arbitraryM, but only in a fluid with
spatial and temporal scales of its inhomogeneity that are
large compared to acoustic wavelength and period. Notably,
these high-frequency wave equations include two concise
equations derived by Pierce.45 The reader is referred to Ref.
39, Sec. 4.1 and Ref. 29, Sec. 2.3 for a review of acoustic
wave equations for moving media.
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This paper aims to generalize the ‘‘radiosity method’’ when applied to specular reflection. Within the
field of thermics, the radiosity method is also called the ‘‘standard procedure.’’ The integral equation
for incident energy, which is usually derived for diffuse reflection, is replaced by a more appropriate
functional equation. The latter is used to solve some specific problems and it is shown that all the
classical features of specular reflection, for example, the existence of image sources, are embodied
within this equation. This equation can be solved with the ray-tracing technique, despite the
implemented mathematics being quite different. Several interesting features of the energy field are
presented. ©2002 Acoustical Society of America.@DOI: 10.1121/1.1504854#
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LIST OF SYMBOLS

n position parameter at the boundary
u emission angle
w incidence angle
r receiver point
s source point
p point at the boundary

W energy density
I intensity vector
G direct field for energy density
H direct field for intensity
v circular frequency
c speed of sound
m attenuation factor

I. INTRODUCTION

The fact that waves propagate like rays is undoubtedly
the oldest idea in wave motion. Many ideas on this topic
have already been developed in depth. Rays have lost their
fundamental status and are now regarded as high-frequency
approximation of waves. The concept of ray is only valid for
short wavelengths. However, rays are still widely encoun-
tered in modern science for several reasons.

First, solving governing wave equations is practical only
for low frequencies due to computational limits of the finite-
element method. At higher frequencies, ray methods are used
and are often the only feasible solution. For instance, for
room acoustics, the finite-element method is rarely applied.
The majority of the audio range may be investigated using
the ray-tracing technique1 or other simple formulas based on
the statistical properties of rays.2

Second, ray theories enable the ray paths and magni-
tudes to be determined separately. In some fields, only the
paths are of interest, for instance the image formation study
used for optical instrument design. Geometrical optics is a
direct means of gaining access to targeted information with-
out solving sophisticated equations.

Finally, beyond a mere approximation, ray theories may
be regarded as an original view of wave motion whose spirit
is quite different from the classical one. Many vibrational
phenomena can be translated into ray terms, resulting in a
particularly clear and intuitive representation.

For several years, a method based on energy consider-

ations has been investigated in room acoustics.3–5 This
method leads to an integral equation where the unknown is
the incident energy at the boundary. The equation has been
applied to the calculation of time reverberation for rooms
with nondiffuse noise. This method, sometimes called the
‘‘radiosity method,’’6 seems to stem from the ‘‘standard pro-
cedure’’ in thermics.7 The problem of radiative heat ex-
change betweenn diffusely reflecting surfaces is reduced to
a set ofn-linear algebraic equations, coefficients of which
are usually called view factors or angle factors. In Refs. 8
and 9, this method has been extended to structural acoustics.
The radiosity method is actually a true ray method,10 al-
though its numerical implementation is quite different from
that of classical ray-tracing algorithms. However, the radios-
ity method assumes ideally diffuse reflection at walls,
whereas the ray-tracing technique is not limited to a particu-
lar law of reflection. A generalization of the radiosity method
for partially diffuse reflection has been proposed in Ref. 11,
where both the integral equation and the image-source tech-
nique are jointly employed. The effect of specular reflection
leads to additional sources distributed behind the boundary,
whereas the sources created by the diffuse reflection are lo-
calized at the boundary. This paper aims to adapt the radios-
ity method toperfectly specular reflectionwith somesources
localized on the boundary. The integral equation is replaced
by a more appropriate functional equation. The modified
equation remains a ray method, and a large part of the paper
is devoted to verifying that solutions of this equation match
the classical properties of rays.

The outline of the present paper is as follows. In Sec. III,
the vibration field is separated into elementary waves. Thesea!Electronic mail: alain.le-bot@ec-lyon.fr
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waves are assumed to be totally uncorrelated and conse-
quently their energies are added to obtain the complete field.
Some basic properties are also reviewed. In Secs. IV and V,
a systematic application of the energy balance gives a set of
equations for these energy variables. Section VI shows how
the classical image-source method may be applied to solve
the energy equations. A second example is studied in Sec.
VII. Section VIII proposes an interpretation of in terms of
rays. Finally, this theory is applied to a circular domain in
Sec. IX.

II. MOTIVATION FOR THE STUDY

When using the radiosity method, it is assumed that the
rays are ideally diffusely reflected. The cosine Lambert’s law
can be applied to fictitious sources of magnitudes, which
are distributed over the boundaryG. The reflected energy at
any pointr inside the domainV is written

E
G
s~n!cosu

dn

r
~1!

~two-dimensional case!, wheren is the curvilinear abscissa
of the boundaryG, u the emission angle, andr 5ur2pu the
distance between the receiver pointr and the fictitious source
located atp of abscissan. The reflected energy is propor-
tional to 1/r .

The purpose of this paper is to extend the radiosity
method to the case of pure specular reflection. However, it is
expected that the reflected energy may still result from some
fictitious sources distributed over the boundary as in Eq.~1!.
It is well-known that a source in front of a plane surface
gives rise to a single image source, says. The reflected en-
ergy is thus 1/R, where R5us2r u is the source–receiver
distance. The question now arising is whether the reflected
field 1/R can result from equivalent sources distributed over
the boundary

E
G
s~n,u!

dn
r 5

? 1
R , ~2!

for a well-chosen functions which is no longer restricted to
follow Lambert’s law. The answer is yes. To check this as-
sertion, consider

s~n,u!5d~u2w!cosu/ l , ~3!

where l 5us2pu is the distance between the image-sources
and the fictitious sourcep of abscissan, andw is the inci-
dence angle@Fig. 1~a!#. With a change of variablen→c
5w2u

E
2`

`

d~u2w!
cosu

l

dn

r
5E d~c!

cosu

l

1

r

dn

dc
dc

5
cosu0

l 03r 0
Y dc

dnU
n5n0

, ~4!

wheren0 is the position where the emission angleu0 is equal
to the incidence anglew0 , i.e., c50. l 0 , r 0 are the corre-
sponding source–boundary and boundary–receiver distances
@Fig. 1~a!#. An infinitesimal displacementdn can be ex-

pressed asdn52rdu/cosu @Fig. 1~b!#. Likewise, variation
in dw results indn5 ldw/cosw, and thus

dc

dn
5

dw

dn
2

du

dn
5

cosw

l
1

cosu

r
. ~5!

By substituting Eq.~5! into Eq. ~4!, the reflected energy is
found to be

cosu0

l 03r 0
Y S cosw0

l 0
1

cosu0

r 0
D5

1

l 01r 0
5

1

R
, ~6!

since u05w0 and R5 l 01r 0 . The expected result is thus
obtained.

The plan is now to exploit this result and extend it for a
general representation of reflected energy. Indeed, the ques-
tion is how to determine the fictitious source distributions.
It is shown in Sec. IV that the distributions is determined by
a functional equation.

III. ENERGY REPRESENTATION OF WAVES

In the context oflinear acoustics with homogeneous and
isotropic fluid, two energy fields are referred to: the energy
density W5ruvu2/21p2/2rc2, where p is the acoustical
pressure,v the velocity,r the volumic mass of fluid, andc
the speed of sound, and the energy flow or intensityI5pv.
The circular frequency is denoted asv and the speed of the
flow of energy is denoted asc. Various kinds of damping
mechanisms are possible. The atmospheric absorption origi-
nates from several phenomena: dynamical viscosity of fluid,
molecular absorption, etc. A local relationship is adopted be-
tween the power density which is dissipatedpdiss and the
energy densityW, pdiss5mcW, wherem is the attenuation
factor. As the factorm is v-dependent, this expression does
not hold in the time domain. However, it remains an inter-

FIG. 1. Description of an image-sources, which is behind the boundary, in
terms of the fictitious sources located on the boundary.

1277J. Acoust. Soc. Am., Vol. 112, No. 4, October 2002 A. Le Bot: Specular reflection of rays



esting approximation for some transient problems which in-
volve wave packets such as time reverberation in acoustics
or structural acoustics, time arrival of rays in ultrasonic
propagation, and so on. A simple proportional relationship
holds between the energy flow and the energy density12 of
traveling waves,I 5cW, where I is the magnitude of the
energy flow vectorI . This relationship cannot be verified
within the neighborhood of the excitation point, but it is
applied under the assumption thatevanescent wave and the
near field are neglected.

Now, consider the direct field of a sources of unit
power. In steady-state condition,G(s,r ) denotes the energy
density at any pointr andH(s,r ) denotes the intensity. In the
case of a transient source, the notationG(s,t;r ,t) and
H(s,t;r ,t) is used for the direct fields generated by an im-
pulse excitation ats at timet. The energy balance is then

divr •H1mcG1
]G

]t
5ds,t , ~7!

where the first term in the left-hand side is the net outgoing
power per unit volume and the second term is the power
density which is dissipatedpdiss. The fieldsG andH depend
only on the distances5ur2su. With the conditionH5cG,
the fieldsG andH can readily be found8,9

G~s,r !5
1

g0c

e2ms

sn21 , ~8!

G~s,t;r ,t !5G~s,r !d~ t2t2s/c!, ~9!

whereg052p or 4p depending on the dimensionn. Further-
more,H5cGusr , whereusr5(r2s)/ur2su is the unit vector
from s to r .

Actual sources rarely have a uniform output. For the
nonuniform case, it is convenient to introduce the directional
emissive power densityr(s,u,t), which gives the power in-
jected along the directionu at time t and at points. Direc-
tionality is not usually time dependent and thusr(s,u,t)
5 f s(u)r(t), where f s(u) is the directional function of the
sources. The injected power densitypinj is obtained by inte-
grating the flux ofrH over an infinitesimal sphere which
surrounds the points

pinj~s,t!5
1

g0
E

Sn21

r~s,u,t!dSu , ~10!

wheredS is the surface measure on the unit sphereSn21 .
For an isotropic source, this relationship reduces topinj5r.

Let us turn to the case where several sources simulta-
neously act in a bounded or unbounded smooth domainV
with boundaryG. To ensure a meaning for all subsequent
integrals, it is assumed that an outward normal exists almost
everywhere. It is also assumed thatall sources are uncorre-
lated in order that linear superposition principle may be ap-
plied to energy fields. This approximation leads to the ne-
glect of all interference effects and, as a consequence, modes
cannot be predicted. The fieldsW and I result from the su-
perposition of direct fields which emerge from primary
sourcesr and diffracted fields which emerge from secondary
sourcess distributed on the boundaryG. For anyrPV

W~r ,t !5E
V

r~s,usr ,t2s/c!G~s,r !dVs

1E
G
s~p,upr ,t2r /c!G~p,r !dGp , ~11!

I ~r ,t !5E
V

r~s,usr ,t2s/c!H~s,r !dVs

1E
G
s~p,upr ,t2r /c!H~p,r !dGp , ~12!

wheres5ur2su andr 5ur2pu. dV is the Lebesgue measure
in V, whereasdG is the surface measure onG. The main
difference between Eqs.~11!, ~12!, and the corresponding
equations for the radiosity method appears in the nature of
the variables, which here depends on the directionupr . The
radiosity method is thus embodied in Eqs.~11! and ~12! by
adopting Lambert’s laws(p,u,t)5s(p,t)cosu, whereu is
the emission angle between the outward normal of the
boundaryn andu. The focus of this text is to show that by
adopting well-chosen distributionss, the diffracted field can
become a plane wave or a cylindrical wave, which emanates
from a unique image source. This result is surprising since
the functionG in Eq. ~11! is a cylindrical wave.

The local power balance for the fieldsW and I is

div.I1mcW1
]W

]t
5pinj , ~13!

wherepinj has been given in Eq.~10!. This can be checked
by a direct substitution of Eqs.~11! and~12! on the left-hand
side and by using Eq.~7! ~Appendix A!. The global power
balance for the whole systemV is obtained by integrating
Eq. ~13! over V. It yields

Pout1mcWV1
]WV

]t
5Pinj , ~14!

whereWV5*VW dV denotes the energy of the domainV.
Pout5*GI.n dG is the outward energy flow.Pinj5*Vpinj dV
is the total power supplied by primary sources. This equality
shows that for isolated systems (Pout50) in a steady-state
condition with finite injected power (Pinj,`), the total en-
ergy WV is finite, i.e., the integral*VW dV must converge.
This result is not trivial for two reasons. First, the fieldW is
singular in general. Isolated source points or focus points in
certain situations may lead to singularities ofW. Second, the
domainV may be bounded or unbounded. In the latter case,
the decrease ofW in the far field must be sufficiently strong
to ensure the convergence.

The relationships~11! and~12! give the fieldsW andI at
any point within the domainV. But, similar relationships for
the boundaryG have not yet been sought although they are of
interest from a theoretical point of view. The fieldsW and I
for a regular pointpPG are
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W~p,t !5E
V

r~s,usp,t2s/c!G~s,p!dVs

1E
G

*
s~q,uqp ,t2r /c!G~q,p!dGq

1E
HS

s~p,u,t !

g0c cosu
dSu , ~15!

I ~p,t !5E
V

r~s,usp,t2s/c!H~s,p!dVs

1E
G

*
s~q,uqp ,t2r /c!H~q,p!dGq

1E
HS

s~p,u,t !

g0 cosu
u dSu . ~16!

The asterisk designates the principal value of Cauchy.HS is
the unit hemisphere of inward unit vectors, which is centered
at p. Equations~15! and ~16! are proved in Appendix A.

IV. SPECULAR REFLECTION AT BOUNDARY

This section is concerned with the derivation of an ap-
propriate equation for the unknowns on the basis ofspecu-
lar reflection. This equation is derived by applying the power
balance at the boundary at any regular pointpPG. Consider
a solid angledS along an emission directionu. The incident
solid angle isdS8 alongu8. Specularity implies thatu8, u,
and n are coplanar, cosu5uu"nu5uu8"nu and dS85dS. Let
p8 designate the point at the boundary from which the inci-
dent directionu8 originates~Fig. 2!. This point may or may
not exist. It may or may not be unique. For simplicity, the
ensuing calculation is performed for the case in which ifp8
exists, it is unique. Other cases are discussed below.

The incident power atp arising from primary sourcess
situated within the incident cone is denotedPdir . The inci-
dent power due to secondary sources which are located
within the regiondG8 of the boundary which intersects the
incident cone is denotedPdif . The infinitesimal power emit-
ted is denotedPemit. Introducing an absorption coefficienta
defined as the ratio of absorbed power over incident power,
the power balance is

Pemit5@12a#@Pdir1Pdif#. ~17!

The emitted powerPemit is the flux of the energy flow vector
from the sourcep of magnitudes(p,u,t) through the region
of the sphere with a small radiuse which intersects the re-
flected conedS. The area of this surface isen21 dS. Then

Pemit5 lim
e→0

S s~p,u,t2e/c!
e2me

g0en21 en21 dSD
5s~p,u,t !

dS

g0
. ~18!

The incident powerPdir stemming from the primary sources
that are located inside the incident conedS8 is

Pdir5E
p8p

r~s,u8,t2s/c!H~s,p!"nsn21 ds dS8

5
1

g0
E

p8p
r~s,u8,t2s/c!e2msdscosu dS8, ~19!

wheres5up2su. sn21ds dS8 is the infinitesimal volume in
spherical coordinates. The integral is performed over the seg-
mentp8p. The incident powerPdif stemming from secondary
sources located ondG8 is

Pdif5s~p8,u8,t8!H~p8,p!"n dG8, ~20!

where t85t2r /c and r 5up2p8u. The infinitesimal surface
dG8 is related to the solid angledS8 by dG8
5r n21dS8/cosu8, whereu8 is the emission angle atp8

Pdif5
1

g0
s~p8,u8,t8!e2mr

cosu

cosu8
dS8. ~21!

By substituting Eqs.~18!, ~19!, ~21! into the power balance
~17!, the equation fors is obtained for any regular pointp
PG

s~p,u,t !

cosu
5~12a!Fs~p8,u8,t8!

cosu8
e2mr

1E
p8p

r~s,u8,t2s/c!e2msdsG . ~22!

Equation~22! relates the value ofs at (p,u,t) to the value of
s at (p8,u8,t8). It is thus a functional equation of the un-
known s.

If the pointp8 does not exist, the corresponding incident
powerPdif must be removed from the previous calculation.
The first term of the right-hand side of Eq.~22! vanishes and
Eq. ~22! yields the direct solution ofs. In the case wherep8
is not unique, the contributions of all these points must be
accounted for the calculation ofPdif . The complexity of the
resulting expression depends upon whether there are a finite,
countable infinite or uncountable infinite number of points.
This case is not considered.

V. REFRACTION AT INTERFACE

The subscripti 51,2 is now introduced to denote both
domains separated by an interface. Consider a pointp
PG1ùG2 located on the interface.ni i 51,2 denotes the out-
ward unit normal atp (n152n2). Two diffraction sources

FIG. 2. Energy balance forp at the boundary; incident power stems from
both actual sourcess, which are located within the incident cone, and dif-
fraction sourcesp8, which are located on the partdG8 of the boundary.
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s1 ands2 are present, one on each side of the interface. The
incident power atp arising from the domainV1 for instance,
is partially reflected back towardsV1 and is also partially
transmitted intoV2 . If u18 is the incident unit vector,u1 the
reflected direction with emission angleu1 , and u2 the re-
fracted direction with emission angleu2 , then the vectors
n1 , n2 , u18 , u1 , andu2 are coplanar and Snell’s law states
that sinu1 /c185sinu2 /c28 whereci8 is the phase velocity in the
mediumi . The notations are summarized in Fig. 3.

The efficiencyt i j is defined as the ratio of incident
power coming fromV i to the power re-emitted towardsV j .
This efficiency depends on the positionp and the incident
direction. When using a ray model, reflection and refraction
phenomena follow theprinciple of locality. This allows the
calculation of closed-form relationships. Deriving these effi-
ciencies is a classical problem which is solved for many
wave configuration in the literature.13,14 It should be added
that when the ‘‘plane wave–plane surface’’ approximation is
applied to a general wave which impinges upon a curvilinear
surface, the order of approximation is zero.15 The efficiencies
t i j must verify several constraints. The efficiencies are non-
negative factors less than unity

0<t i j <1. ~23!

If the interface is nondissipative, conservation of energy en-
sures that( jt i j 51. When absorption occurs, this sum is less
than 1,( jt i j ,1. By introducing the absorption coefficienta
of the interface16

(
j

t i j 1a51. ~24!

According to thereciprocity principle17

t i j 5t j i . ~25!

This equality is only true along directions which are related
to each other through Snell’s law. However, the reciprocity

principle does not hold for all systems. Counter examples do
exist.18

Let us turn to the derivation of the functional equations
for the secondary sourcess1 and s2 . The power emitted
towardsV1 , for instance, is the reflected part of the incident
power stemming from the sources inV1 plus the refracted
part of the incident power stemming from the sources inV2

~Fig. 3!

P1,emit5t11@P1,dir1P1,dif#1t21@P2,dir1P2,dif#, ~26!

P2,emit5t12@P1,dir1P1,dif#1t22@P2,dir1P2,dif#. ~27!

The emitted powers were calculated in Eq.~18!

Pi ,emit5s i~p,ui ,t !
dSi

g0
. ~28!

Similarly, Eqs.~19! and ~21! are still valid

Pi ,dir5
1

g0
E

pi8p
r i~s,ui8 ,t2s/ci !e

2misdscosu i dSi8 ,

~29!

for the incident power from the direct field and

Pi ,dif5
1

g0
s i~pi8 ,ui8 ,t i8!e2mir i

cosu i

cosu i8
dSi8 , ~30!

for the incident power from the diffracted field wheret i85t
2r i /ci , r i5upi82pu, ands5up2su.

The specular reflection law implies thatdSi85dSi for i
51, 2. By differentiating Snell’s law, it follows that
cosu1 du1 /c185cosu2 du2 /c28 . For two-dimensional systems,
the solid anglesdSi match with the emission anglesdu i and
so cosu1 dS1 /c185cosu2 dS2 /c28 . For three-dimensional sys-
tems, a direction in space is fully determined by two angles:
u the polar angle andb the angle lying in the interface plane.
The infinitesimal solid angle isdS5sinu du db. Multiplying
the Snell’s law and its derivative gives cosu1 dS1 /c18

2

5cosu2 dS2 /c28
2. In any dimensionn51, 2, or 3, the relation-

ship between the solid angles is cosu1 dS1 /c18
n21

5cosu2 dS2 /c28
n21. Introducing the above Eqs.~28!, ~29!,

~30! into ~26!, ~27!

s1~p,u1 ,t !

cosu1
5t11Fs1~p18 ,u18 ,t18!

cosu18
e2m1r 1

1E
p18p

r1~s,u18 ,t2s/c1!e2m1s dsG
1S c28

c18
D n21

t21Fs2~p28 ,u28 ,t28!

cosu28
e2m2r 2

1E
p28p

r2~s,u28 ,t2s/c2!e2m2s dsG , ~31!

FIG. 3. Energy balance forp at the interface; power emitted towardu1

stems from the actual and the diffraction sources withinV1 andV2 .
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s2~p,u2 ,t !

cosu2
5S c18

c28
D n21

t12Fs1~p18 ,u18 ,t18!

cosu18
e2m1r 1

1E
p18p

r1~s,u18 ,t2s/c1!e2m1s dsG
1t22Fs2~p28 ,u28 ,t28!

cosu28
e2m2r 2

1E
p28p

r2~s,u28 ,t2s/c2!e2m2s dsG . ~32!

Thus, two functional equations are obtained for the unknown
variabless1 ands2 .

VI. IMAGE-SOURCE SOLUTION

The solution of Eq.~22! via the image-source technique
is now presented. The calculations are based on the expres-
sion of the delta Dirac function in a polar coordinate system.
Consider a half-plane where a single sources0(0,h) acts as
shown in Fig. 4. The source generates a time-varying in-
jected powerPinj(t). The boundaryG, defined byy50, has a
uniform reflectivityt512a. Let p(n,0) be any point on the
boundary andu any emission angle. Accounting for the non-
existence of the pointp8, Eq. ~22! gives

s~n,u,t !

cosu
5t È

p
ds0

~s!Pinj~ t2s/c!e2msds, ~33!

where`p is the semi-infinite incident line of direction2u,
with an end pointp. As usual,s5up2su. For the polar co-
ordinate system centered atp, the delta Dirac function can be
written as

ds0
~s,u!5

d~s2 l !

s
d~u2w!, ~34!

where l 5up2s0u5(n21h2)1/2 and w is the incidence angle
at p from s0 . Then,

s~n,u,t !5tPinj~ t2 l /c!cosu
e2ml

l
d~u2w!. ~35!

The above equality fully determines the variables.
Let r (x,y) be any point within the domainV (y.0) as

shown in Fig. 4. Substituting into Eq.~35!, Eq. ~11! yields

W~r ,t !5PinjS t2
s0

c D e2ms0

g0cs0
1tE

2`

`

PinjS t2
l 1r

c D
3cosu

e2ml

l
d~u2w!

e2mr

2pcr
dn,

wheres05ur2s0u, r 5ur2pu.
It should be noted that

E
a

b

g~x!d@ f ~x!#dx5E
f (a)

f (b)

g
d@ f #

d f /dx
d f

5(
i

g@xi #

ud f /dx@xi #u
, ~36!

where the sum is running over all zerosxi of f for the inter-
val @a,b#. The absolute value stems fromf (b)<0< f (a)
whend f /dx<0.

Let c(n)5u2w. The equationc(n)50 has a unique
solutionn0 as shown in Fig. 4,u05w0 . Let r 05up02r u and
l 05up02s0u. From Fig. 4, an explicit value ofc can be
found

c5arctan
n2x

y
1arctan

n

h
. ~37!

Hence,

dc

dn
5

1/y

11S n2x

y D 2 1
1/h

11S n

hD 2 5
cosu

r
1

cosw

l
~38!

and

W~r ,t !5PinjS t2
s0

c D e2ms0

g0cs0
1tPinjS t2

l 01r 0

c D
3

e2ml0

l 0

e2mr0

2pcr0

cosu0

cosu0

r 0
1

cosw0

l 0

. ~39!

After simplification

W~r ,t !5PinjS t2
s0

c D e2ms0

2pcs0
1tPinjS t2

s1

c D e2ms1

2pcs1
,

~40!

wheres15 l 01r 0 . In a similar way, it can be found that

I ~r ,t !5PinjS t2
s0

c D e2ms0

2ps0
us0r

1tPinjS t2
s1

c D e2ms1

2ps1
up0r . ~41!

The fieldsW and I are the sum of a direct field emerging
from the sources0(0,h) and a diffracted field emerging from
a virtual sources1(0,2h). This result is also valid for one-
dimensional and three-dimensional systems. The total contri-
bution of the diffraction sources, the second integral in Eqs.
~11! and ~12!, collapses to a single spherical wave, i.e., the
second term in the right-hand side of Eqs.~40! and ~41!.

This example suggests that Eqs.~11!, ~12!, and~22! can
be solved with the image-source technique. This technique is

FIG. 4. A point source in a semi-infinite plane with a uniform reflectivity.
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efficient when the domainV has a simple form such as par-
allelepipeds or arbitrary polyhedra.19 For convex domains,
the image-sourcessi i 51,2,..., areconstructed by applying
successive symmetries to the other sources with respect to
the faces of the boundary. The number of symmetrieski is
referred to as the order of the image source. The fields within
the domainV are constructed via the linear superposition of
the fields created by actual and image sources

W~r ,t !5(
i 50

`

Pinj~ t2si /c!tkiG~si ,r !, ~42!

I ~r ,t !5(
i 50

`

Pinj~ t2si /c!tkiH~si ,r !, ~43!

wheresi5ur2si u. The number of image sources may be fi-
nite or infinite. The solution of Eq.~22! is

s~p,u,t !52g0(
i 51

`

Pinj~ t2si /c!tkiH~si ,p!"nd~u2u i !,

~44!

with si5up2si u, cosui5un"usip
u. Only image sources located

behind pointp contribute to an inward direction fors. This
solution provides an interpretation for the potentials. The
potentials intercepts the power from all the image sources
si , re-emiting it regardless of the boundary.

VII. IRREVERSIBILITY AT THE INTERFACE

Consider an incident steady-state plane wave of magni-
tude A and directionu18 hitting the interface between two
semi-infinite undamped media with an angle of incidence
w1 , as shown in Fig. 5. The refracted angle isw2 . For such
a system, the diffraction source distributionss1 , s2 do not
depend upon the position and Eqs.~31!, ~32! take the form

s1~u1!5At11cosu1d~u12w1!, ~45!

s2~u2!5A
c18

c28
t12cosu2d~u12w1!, ~46!

whereu1 andu2 are related. Equation~11! leads to

W1~r !5E
2 p/2

p/2 A

2pc1
d~u12w1!du1

1E
2`

`

t11

A

2pc1r
cosu1d~u12w1!dn, ~47!

W2~r !5E
2`

`

t12

A

2pc2r

c18

c28
cosu2d~u12w1!dn, ~48!

where r 5ur2pu. With the changes of variabledn
5r du1 /cosu1 for the first equality anddn5r du2 /cosu2

anddu25c28 cosu1 du1 /c18 cosu2 for the second equality

W1~r !5
A

2pc1
1

A

2pc1
E

2p/2

p/2

t11

cosu1

r

3d~u12w1!
r

cosu1
du1

5
A

2pc1
@11t11#, ~49!

W2~r !5
A

2pc2
E

2 p/2

p/2

t12

c18

c28
d~u12w1!du2

5
A

2pc2
E t12

cosu1

cosu2
d~u12w1!du1

5
A

2pc2
t12

cosw1

cosw2
. ~50!

Corresponding results for energy flow vectors are

I1~r !5
A

2p
@u181t11u1#, ~51!

I2~r !5
A

2p
t12

cosw1

cosw2
u2 . ~52!

The fields in domainV1 are the sum of an incident plane
wave of magnitudeA and a reflected plane wave of magni-
tudeAt11. The fields in domainV2 are a transmitted plane
wave of magnitudeAt12cosw1 /cosw2. Figure 6~a! provides

FIG. 5. Plane wave hitting an interface with uniform reflectivity.

FIG. 6. Plane wave hitting an interface:~a! t-positive evolution, ~b!
t-negative evolution.
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a summary for the caseA51.
Now, suppose that time evolution is inverted, leading to

the situation shown in Fig. 6~b!. Consider two plane waves
simultaneously hit the interface with magnitudest11 and
t12cosw1 /cosw2. They both contribute to the reflective wave
of unit magnitude and also to the nonexistent reflective wave
which enters the domainV2 . The former is the sum of the
reflective partt11

2 of the incident wavet11 plus the transmit-
ted partt21cosw2 /cosw13t12cosw1 /cosw2. Hence

t11
2 1t12t2151. ~53!

Similarly

~t111t22!t1250. ~54!

As efficiencies are non-negative factors less than unity, the
two conditions~53!, ~54! are only true for two trivial cases

t1250 and t115t2251, ~55!

t115t2250 and t125t2151. ~56!

The first case defines an impermeable interface. The second
case implies that the interface is nonexistent. For all other
cases, Eqs.~53! and~54! cannot be verified. Hence, the situ-
ation obtained by time reversing leads to self-contradiction.
This lack of invariance under time reversal shows that the
present theory is fundamentally irreversible. This irrevers-
ibility cannot be attributed to dissipative phenomena as the
previous argument was applied to nondissipative media sepa-
rated by a conservative interface. Hence, this irreversibility is
distinguishable from the thermodynamic irreversibility
which stems from the conversion of mechanical energy into
heat. Appendix C shows, via an example, that the irrevers-
ibility under discussion originates from the uncorrelation as-
sumption, which is not symmetric under time reversal. Ne-
glecting the interference of ingoing waves is not equivalent
to neglecting the interference of outgoing waves.

VIII. RAY-TRACING SOLUTION

Equation~22! may be solved in a general fashion, lead-
ing to an interpretation by means of a ray path. Letp0 be any
regular point on the boundary. Equation~22! introduces a
point p8, also noted asp1 in this section, from which the
incident energy originates. Writing Eq.~22! for point p1

leads to the definition of pointp2 . Notingp1 , p2 , p3 , and so
on, the successive points from which the energy is reflected,
and t1 ,t2 ,..., thesuccessive times for the reflection where
tk5tk212r k /c and r k5upk2pk21u, Eq. ~22! gives the fol-
lowing recursive relationship:

sk

cosuk
5tkF sk11

cosuk11
e2mrk11

1E
pk11pk

r~s,uk11 ,tk2s/c!e2msdsG , ~57!

wheres5us2pku. The subscriptk50,1,..., defines the loca-
tions of pointpk andsk5s(pk ,uk ,tk). Successive substitu-
tion of each equation into the previous leads to

s0

cosu0
5 (

k50

n21 S )
i 50

k

t i D E
pk11pk

r~s,uk11 ,t2L~s!/c!

3e2mL(s) dS1Rn , ~58!

whereL(s)5s1r k1¯1r 1 is the total length froms to p0

and Rn5() i 50
n21t i)sne2mL(pn)/cosun and L(pn) is the dis-

tance frompn to p0 along the ray path. Assuming that the
remaining termRn tends to zero asn tends to infinite

s~p0 ,u0 ,t !

cosu0
5 (

k50

` S )
i 50

k

t i D E
pk11pk

r~s,uk11 ,t

2L~s!/c!e2mL(s) ds. ~59!

Equation ~59! may be considered the solution of Eq.~22!
since it gives the diffraction sourcess solely in terms of the
actual sourcesr.

The diffraction sources at a pointp0 in a directionu0

stems from the actual sourcesr located along the path
p0,p1 ,...,pk ... . Consider a sources located in the segment
pk11pk . This source contributes to the pointp via the term
() i 50

k t i)r(s,uk11 ,t2L(s)/c)e2mL(s). The reduction of the
magnitude stems from the successive absorption phenomena
due to the ray hitting the boundary () i 50

k t i), and also the
attenuation due to the propagation (e2mL(s)).

This section highlights the analogy between the func-
tional equations and the ray-tracing technique. More pre-
cisely, the exact solution of the functional equation may be
found by determining the ray paths. In Appendix B, a simple
example illustrates the difference between the ray-tracing
technique and the functional equation method. Despite dras-
tically different implementation, both methods produce simi-
lar results.

IX. CIRCULAR DOMAIN

The third example for which Eq.~22! is solved is a
circular system of radiusR. It is assumed that energy is
supplied from a point load at the centero. The reflectivityt
of the boundary is uniform.

Consider a pointp located at the boundary with an emis-
sion angleu. As a result of polar symmetry aroundo, a field
depends solely on the distancer from the center and not on
the angular position. Hence, the potentials(p,u) reduces to
s(u). Figure 7 shows the configuration of pointsp, p8, and
o. The trianglepop8 is isosceles and hence angleu8 equals
angleu. In addition,up2p8u52R cosu. Equation~22! yields

FIG. 7. Circular domain loaded at its center.
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s~u!

cosu
5t

s~u!

cosu
e22mRcosu1tE

pp8
Ado~s!e2msds, ~60!

with s5us2pu. Developing the delta Dirac function in the
polar coordinates centered atp, leads to

s~u!5
t cosu

12te22mRcosu

3E
0

2R cosu

Ad~u!
d~s2R!

s
e2msds. ~61!

And

s~u!5A
e2mR

R

t

12te22mRd~u!. ~62!

Consider a pointr within domainV at a distancer from
the centero. The energy density is

W~r !5A
e2mr

2pcr

1E
0

2p

A
te2mR

R~12te22mR!
d~u!

e2mr8

2pcr8
R dn, ~63!

wherer 85up2r u.
The first term on the right-hand side of Eq.~63! is the

direct field, while the integral represents the diffracted field.
As in Sec. VI,u(n)50 must be solved. From Fig. 7, it is
clear thatu(n) vanishes whenn50 andn5p. In addition,
the trianglerop shows thatr sinn5r8 sinu. By differentiat-
ing with respect ton

r cosn5
dr8

dn
sinu1r 8 cosu

du

dn
. ~64!

For n50 andn5p

n50 up02r u5R2r
du

dn /n50
5

r

R2r
, ~65!

n5p up02r u5R1r
du

dn /n5p
5

2r

R1r
. ~66!

Applying the equality~36!

W~r !5
A

2pc

e2mr

r
1

A

2pc

te2mR

12te22mR

3F e2m(R2r )

~R2r !
r

R2r

1
e2m(R1r )

~R1r !
r

R1r
G . ~67!

And finally

W~r !5
A

2pc

1

12te22mR

e2mr

r
1

A

2pc

te22mR

12te22mR

emr

r
.

~68!

Similarly

I ~r !5
A

2p

1

12te22mR

e2mr

r
2

A

2p

te22mR

12te22mR

emr

r
,

~69!

for the radial component of the energy flow. The orthoradial
component vanishes.

The energy field is found to be the sum of a field emerg-
ing from the center together with a field directed towards the
center. This result agrees with those obtained in Ref. 20,
where a more direct approach was employed. The first field
is a propagating wave, whereas the second is aretropropa-
gating wave.

X. CONCLUSION

A mathematical formalism which extends the ‘‘standard
procedure’’ or ‘‘radiosity method’’ when applied to specular
reflection is proposed in this paper. Energy fields are con-
structed by a superposition of uncorrelated elementary
waves.

The study of this formalism identifies several important
features. First, the underlying equations may be solved via
the image-source method and may be interpreted in terms of
rays. The resulting solutions are similar to those of geometri-
cal optics or acoustics when the phase of the ray is not con-
sidered. Second, this formalism is well-suited to the study of
two media separated by an interface. Incident waves reflect
according to the standard laws of reflection and refraction
and the energy ratios are determined by the efficiencies. The
situation is irreversible. The irreversibility is not due to dis-
sipative phenomena, but is caused by the neglection of the
interference between inward waves, which are asymmetric
under time reversal. This is a typical example of where an
approximation of a fundamentally reversible phenomenon
leads to an apparent irreversibility.

The next stage of this study is the development of soft-
ware, which is capable of solving of Eq.~22! for more com-
plicated situations. This would provide an alternative to the
standard ray-tracing softwares.

APPENDIX A

This Appendix determines whether the local power bal-
ance equation~13! holds for complete fields~11! and ~12!
and also gives the proof of Eqs.~15! and ~16!.

The left-hand side of Eq.~13! must be evaluated. Re-
versing the order of the derivative and integral

div•I1mcW1
]W

]t
5E

V
gradrr.H1

]r

]t
GdVs

1E
V

r@divr •H1mcG#dVs

1E
G

gradrs•H1
]s

]t
GdGp

1E
G
s@divr •H1mcG#dGp .

~A1!

The similarity of the first and third integrals on the right-
hand side of Eq.~A1! should be noted. The expression
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gradrr~s,usr ,t2s/c!•H~s,r !1
]

]t
r~s,usr ,t

2s/c!G~s,r !, ~A2!

with s5us2r u, must be evaluated. Consider polar coordi-
nates centered ats. The first term of Eq.~A2! is the radial
component of the gradient. The above expression therefore
becomes

]

]s
r~s,usr ,t2s/c!cG1

]

]t
r~s,usr ,t2s/c!G50. ~A3!

The first and third integrals in Eq.~A1! vanish. Using the
local power balance for steady-state elementary waves8

divr •H1mcG5ds, ~A4!

it yields

div•I1mcW1
]W

]t
5E

V
rds~r !dVs1E

G
sdp~r !dGp .

~A5!

The second integral vanishes as the pointr is insideV. In
order to evaluate the first integral, the Dirac function is used
with polar coordinates centered atr

d r~s!5
1

g0

d~s!

s
. ~A6!

Expanding the integral

E
V

rd r~s!dVs5E
0

`E
Sn21

r
d~s!

g0s
s dS ds. ~A7!

Thus

div•I1mcW1
]W

]t
5pinj , ~A8!

with

pinj5E
Sn21

r~r ,u,t !dSu , ~A9!

which is the expected result.
For the proof of Eqs.~15! and ~16! for the fields at the

boundaryG, consider a regular pointpPG and the hemi-
sphereHSe , which is centered atp, with radius e and is
outsideV ~Fig. 8!. Ge denotes the segment ofG which is
outside the hemisphereHSe . Ve denotesV plus the hemi-
sphereHSe . Whene→0 the boundary layers of the warped
boundary must tend to a regular boundary. Consider the ra-
diative intensityI (p,u,t) of the surfacedG in the direction
u, which is defined as the power per unit solid angle divided
by the surface normal to the raydGn5dG cosu @Fig. 8~a!#.
According to this definition, the sources dG radiates the
intensity I 5s(p,u,t)/g0 cosu in the direction u. On the
other hand, the sources dGq , located at a distancee, ema-
nates the intensityI e5s(q,u,t2e/c)e2me/g0 @Fig. 8~b!#.
Both boundaries are equivalent, i.e., radiate the same inten-
sity, under the condition that lime→0s(q,u,t2e/c)e2me

5s(p,u,t)/cosu.
Evaluating the expressions~11! and~12! for the fieldsW

and I , at pointp in the domainGeøHSe

W~p,t !5E
Ve

r~s,usp,t2s/c!G~s,p!dVs

1E
GeøHSe

s~q,uqp ,t2e/c!G~q,p!dGq ,

~A10!

I ~p,t !5E
Ve

r~s,usp,t2s/c!H~s,p!dVs

1E
GeøHSe

s~q,uqp ,t2e/c!H~q,p!dGq , ~A11!

wheres5us2r u. Whene→0, the first integral is regular and
becomes lime→0*Ve

rG dV5*VrG dV. Separate the sec-
ond integral in two terms gives*Ge

sG dG1*HSe
sG dG.

The first term tends to the principal value of Cauchy
lime→0*Ge

sG dG5*G* sG dG. For the second term, a
change of variable is employeddGq5en21 dS

E
HSe

sG dG5E
HS

s~q,u,t2e/c!
e2me

g0cen21 en21 dSu .

~A12!

Therefore, by virtue of the previous equivalence condition

lim
e→0

E
HSe

sGdG5E
HS

s~p,u,t !

g0c cosu
dSu . ~A13!

Equations~15!, ~16! for the fields on the boundary are hence
proved.

FIG. 8. Determination of the fields at the boundary: radiative intensity of the
~a! regular boundary,~b! warped boundary.
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APPENDIX B

This Appendix is concerned with an example of a one-
dimensional system, which illustrates the difference between
the ray-tracing technique and the solving of the functional
equations studied in this text.

Consider the one-dimensional system comprising two
nondissipative media, one semi-infinite~on left!, and the
other finite~on right!. For simplicity the interface is assumed
to be reciprocal and the efficiencies are denotedt r andt t . a
is the absorption factor of the right end. A right-traveling ray
impinges on the interface.

The classical solution to this problem uses the ray-
tracing technique.13 When an incident ray of unit magnitude
impinges upon the interface, it is separated into a reflected
left-traveling ray in medium 1 of magnitudet r and a trans-
mitted right-traveling ray in medium 2 of magnitudet t . The
transmitted ray is partially reflected at the right end of the
medium. The resulting reflected ray has the magnitude (1
2a)t t . A new interface separation process occurs, giving
two rays of magnitudes (12a)t t

2 and (12a)t rt t . The lat-
ter is again reflected at the right end to produce a ray of
magnitude (12a)2t rt t , and so on. The ray paths and mag-
nitudes are summarized in Fig. 9~a!. The energies are ob-
tained by summing the magnitudes of rays. The intensities
are calculated by summing the algebraic magnitudes, taking
into account the direction of propagation. Thus, the energies
are

W1511t r1~12a!t t
2(

n50

`

@~12a!t r #
n

511t r1
~12a!t t

2

12~12a!t r
, ~B1!

W25t t@11~12a!# (
n50

`

@~12a!t r #
n5

t t~22a!

12~12a!t r
.

~B2!

And the intensities

I 15c1F12t r2~12a!t t
2(

n50

`

@~12a!t r #
nG

5c1F12t r2
~12a!t t

2

12~12a!t r
G , ~B3!

I 25c2Fat t (
n50

`

@~12a!t r #
nG5c2F t ta

12~12a!t r
G . ~B4!

An alternative means solving this problem is based on
the formalism developed in this paper. The three boundary
unknownss1 , s2

1 , ands2
2 @see Fig. 9~b!# are determined

respectively by applying Eqs.~31!, ~32!, and Eq.~22!

5
s15t r1t ts2

2

s2
15t t1t rs2

2

s2
25~12a!s2

1

then, 5
s15t r1

~12a!t t
2

12~12a!t r

s2
15

t t

12~12a!t r

s2
25

t t~12a!

12~12a!t r
.

~B5!

The fields within the domains are given by Eqs.~11! and~12!

W1511s1511t r1
~12a!t t

2

12~12a!t r
, ~B6!

W25s2
11s2

25
t t~22a!

12~12a!t r
, ~B7!

I 15c1@12s1#5c1F12t r2
~12a!t t

2

12~12a!t r
G , ~B8!

I 25c2@s2
12s2

2#5c2F t ta

12~12a!t r
G . ~B9!

These results agree with those previously obtained.
Hence, the ray-tracing technique and the equations pro-

posed in this paper may be considered as two alternative
points of view for the same theory. The former is of a geo-
metrical nature, whereas the latter is functional. The math-
ematical implementations are also quite different. The first
method requires the calculation of a series, whereas the sec-
ond method leads to a set of linear equations.

APPENDIX C

The noninvariance under time reversal means that ne-
glecting the interference between waves entering to an inter-
face is not equivalent to neglecting the interference between
exiting waves. To check this assertion, consider two one-
dimensional acoustical media with different velocitiesci and
impedancesZi ( i 51,2) jointed atx50 as shown in Fig. 10.

In each medium the sound pressure may be viewed as
the sum of a right-traveling wavepi

1(x)5ai
1ej v(2x/ci1t)

FIG. 9. Ray of unit magnitude hitting an interface:~a! ray-tracing solution;
~b! solution via the use of Eqs.~22!, ~31!, ~32!.
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and a left-traveling wavepi
2(x)5ai

2ej v(x/ci1t). At the inter-
face, the conditions which ensure continuity of pressure and
velocity are

a1
11a1

25a2
11a2

2

~C1!
~a1

12a1
2!/Z15~a2

12a2
2!/Z2.

Rearranging, to obtain the outgoing magnitudes in terms of
entering magnitudes and conversely

H a1
252

Z12Z2

Z11Z2
a1

11
2Z1

Z11Z2
a2

2

a2
15

2Z2

Z11Z2
a1

11
Z12Z2

Z11Z2
a2

2

or ~C2!

H a1
152

Z12Z2

Z11Z2
a1

21
2Z1

Z11Z2
a2

1

a2
25

2Z2

Z11Z2
a1

21
Z12Z2

Z11Z2
a2

1.

The time-averaged energy flow supported by a plane wave is
Pi

65uai
6u2/2Zi . When the above systems are squared, the

four powers Pi
6 appear with cross-product termsuaiaj u

which do not reduce to powersPi
6 . These terms are due to

interference. As the waves are uncorrelated, these terms can
be removed. Thus

S P1
2

P2
1D

i

5S t r t t

t t t r
D S P1

1

P2
2D

i

or ~C3!

S P1
1

P2
2D

o

5S t r t t

t t t r
D S P1

2

P2
1D

o

,

with t r5(Z12Z2)2/(Z11Z2)2, t t54Z1Z2 /(Z11Z2)2,
where the subscriptsi ando denote, respectively, that ingo-

ing and outgoing interferences have been neglected. Thus,
the systems are shown not to be equivalent as the efficiency
matrix is not unitary. As ingoing waves become outgoing
waves, and vice versa when time evolution is reversed, the
uncorrelation assumption is not invariant under time rever-
sal.
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We consider the diffraction of a time-harmonic acoustic plane wave by a rigid half-plane in a
viscous fluid medium. The linearized equations of viscous fluid flow and the no-slip condition on the
half-plane are used to derive a pair of disjoint Wiener–Hopf equations for the fluid stresses and
velocities. The Wiener–Hopf equations are solved in conjunction with a requirement that the
stresses are integrable near the edge of the half-plane. Specific wave components of the scattered
velocity field are given analytically. A Pade´ approximation to the Wiener–Hopf kernel function is
used to derive numerical results that show the effect of viscosity on the velocity field in the
immediate vicinity of the edge of the half-plane. ©2002 Acoustical Society of America.
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I. INTRODUCTION

The diffraction of a two-dimensional sound wave by a
semi-infinite planar screen is a fundamental problem in the
theory of acoustic scattering. This diffraction problem is
typically analyzed in terms of a potential functionf that is
related to the irrotational acoustic velocityv by

v5¹f. ~1!

For a time-harmonic acoustic field with radian frequencyv
in an inviscid fluid medium, the potentialf satisfies the
Helmholtz equation

¹2f1k0
2f50, k05v/c0 , ~2!

wherec0 is the speed of sound in the acoustic medium.
Since the Helmholtz equation~2! is a scalar equation of

second order, it is not possible to impose both a far-field
radiation condition and the ‘‘no-slip’’ boundary condition
that the acoustic velocity vectorv given by Eq.~1! vanishes
on the screen. As in most acoustic scattering problems, only
the velocity component normal to the screen is required to
vanish on the screen. This ‘‘no-penetration’’ condition corre-
sponds to the boundary condition

]f

]n
50, ~3!

wheren is directed normal to the screen.
The exact solution of Eq.~2! that satisfies condition~3!

on a semi-infinite screen and far-field conditions correspond-
ing to an incident plane wave was first derived by
Sommerfeld1 in the context of an analogous electromagnetic
scattering problem. It was soon realized2 that the acoustic
velocity field ~1! derived from the Sommerfeld solution im-
plies that the nonzero ‘‘slip’’ velocity on the screen is singu-
lar at the edge of the screen. Although the acoustic field
derived from the Sommerfield solution agrees well with ex-
perimental measurements far from the screen, it is clear that
this solution cannot be accurate in the vicinity of the edge.

A two-dimensional acoustic scattering formulation that
incorporates the complete no-slip condition on a semi-
infinite planar screen was first given by Alblas.3 Alblas be-
gins with the linearized equations of viscous fluid flow, and
writes the acoustic velocity components in terms of a poten-
tial functionf and a stream functionc. The relation between
the acoustic pressure and the acoustic density is assumed to
be linear and independent of temperature. In assuming the
functionsf and c to be governed by uncoupled Helmholtz
equations of the form~2!, the ability to add conjugate har-
monic functions tof and c without changing the velocity
field is overlooked. An incident plane wave at normal inci-
dence to the screen is assumed, and the imposition of the
no-slip condition on the screen leads to a Wiener–Hopf prob-
lem. Alblas later generalized his formulation to include the
temperature dependent pressure–density relation and the
temperature equation of linearized ideal gas dynamics.4

Alblas’ analyses are mainly formal, and few explicit results
are given.

In this paper, we reconsider the problem of two-
dimensional acoustic diffraction by a semi-infinite planar
screen in a viscous fluid medium. The governing equations
are essentially the same as in Ref. 3, but we do not introduce
potential and stream functions into our solution procedure,
though their role is mentioned for completeness of the pre-
sentation. This clarifies the nature of the solution in the in-
teresting region near the edge of the screen, wheref, c are
shown in the Appendix to become biharmonic. An incident
plane wave with a general angle of incidence is assumed.
Two disjoint Weiner–Hopf equations are derived for the
Fourier transforms of the fluid stresses and velocities. A local
analysis of the acoustic field near the edge of the screen
provides an edge condition that is used in the solution of the
Wiener–Hopf equations. Explicit analytic expressions are
given for specific wave components of the scattered velocity
field. A simple Pade´ approximation to the Weiner–Hopf ker-
nel function is used to derive numerical results that show the
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effects of viscosity on the velocity field in the immediate
vicinity of the edge of the screen.

II. THEORY

The standard acoustic equations for linearized flow in a
homogeneous viscous fluid medium are the continuity equa-
tion

]r

]t
1r0“"v50, ~4!

the momentum equation

]v

]t
52

1

r0
¹p1n¹2v1

n

3
¹~“"v!, ~5!

and the equation of state

dp

dr
5c0

2, ~6!

in which v is the fluid velocity vector,r0 is the ambient fluid
density,r is the density perturbation,p is the fluid pressure
andn is the kinematic viscosity. It may be deduced from Eqs.
~4!–~6! that the vorticityV satisfies

]V

]t
5n¹2V, ~7!

as in unsteady creeping flow, whiler and “"v satisfy an
acoustic wave equation with viscous damping, namely

]2

]t2 @r,“"v#5S c0
21

4n

3

]

]t D¹2@r,“"v#. ~8!

In particular, an irrotational plane wave has velocity field of
the form

v5
c0

2

v
“$exp@ i ~kae"r2vt !#%, ka

225
c0

2

v22 i
4n

3v
, ~9!

wheree denotes a unit vector. This is a convenient approxi-
mation to the field generated by a faraway point source. A
full treatment of a point source disturbance would involve
the superposition of plane waves.

A semi-infinite rigid plate, at which the no-slip condition
v50 is imposed, is aty50, x.0 and a two-dimensional
disturbance is generated by a plane wave of period 2p/v, as
illustrated by Fig. 1, in whicha is acute. Obtuse values ofa
would require the incident disturbance to include reflection
from a complete plane wall. Although Eqs.~7!, ~8! suggest
the introduction of a stream functionc(x,y) and a potential
f(x,y) that define the flow field,3 this is inappropriate here
because the field is static, i.e.,c andf are biharmonic, in the
vicinity of the sharp edge at the origin. A full explanation is
given in the Appendix. Since the viscous decay length
(n/v)1/2 is assumed here to be much smaller than the acous-
tic lengthc0 /v, the viscous effects are essentially confined
to a thin region containing the barrier, as in air or water at
normal acoustic frequencies.

Define

k05
v

c0
, e25

vn

c0
2 !1, ~10!

and suppress the time factore2 ivt. Then Eq.~9! yields

ka5
k0

S 12
4i

3
e2D 1/2, ~11!

which lies just above the positive real axis, and an incident
wave

vinc5~ i cosa2 j sina!c0 exp@ ika~x cosa2y sina!#

(0,a,p/2). ~12!

Application of the no-slip condition on the barrier then
shows that the scattered fieldvsc must satisfy

vsc~x,0!5~2 i cosa1 j sina!c0 exp@ ikax cosa# ~x.0!,
~13!

and, from Eqs.~4!–~6!, be governed by

iv

r0c0
2 psc5“"vsc , ~14!

S ¹21
iv

n D vsc5

12
i

3
e2

r0n
¹psc . ~15!

It is assumed that, at infinity,vsc has only plane and dif-
fracted waves. Define the dimensionless Fourier transforms

@V,P#5E
2`

`

k0Fvsc

c0
,

psc

r0c0
2Ge2 ikx dx, ~16!

which, according to Eqs.~14!, ~15!, are such that

ikVx1
dVy

dy
5

iv

c0
P,

S d2

dy22k21
iv

n D FVx

Vy
G5 c0

n S 12
i

3
e2D F ikP

dP

dy
G . ~17!

Hence, withka defined by Eq.~9!,

d2P

dy2 5~k22ka
2!P, ~18!

FIG. 1. Geometry of half-plane diffraction problem.
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whose solution that vanishes asuyu→` is

P5@A~k!1B~k!sgn~y!#exp@2~k22ka
2!1/2uyu#. ~19!

Then the appropriate solution of Eq.~17! is

V5F C~k!1D~k!sgn~y!

ik

S k22
iv

n D 1/2@C~k!sgn~y!1D~k!#G
3expF2S k22

iv

n D 1/2

uyuG
1

k0

ka
2 F k@A~k!1B~k!sgn~y!#

i ~k22ka
2!1/2@A~k!sgn~y!1B~k!#G

3exp@2~k22ka
2!1/2uyu#, ~20!

after using the definition ofka in Eq. ~9!. In Eqs.~19! and
~20! the square roots must have positive real part for all real
k.

The four functionsA(k), B(k), C(k), and D(k) are
determined by conditions aty50. Continuity ofV requires

D1
k0kB

ka
2 50,

kC

S k22
iv

n D 1/21
k0~k22ka

2!1/2A

ka
2 50.

~21!

Condition ~13!, when used in the Fourier transform~16!,
yields, forI(k2ka cosa),0,

~V!y505
k0

c0
E

2`

0

vsc~x,0!e2 ikx dx

1F2cosa
sina G k0

i ~k2ka cosa!
,

in which the integral is analytic in an upper-half of the com-
plex k-plane and is thus denoted byV1(k). When the left-
hand side is evaluated from Eq.~20!, it follows, after substi-
tution of Eq.~21!, that

K~k!FC~k!/~k22ka
2!1/2

D~k!/ ik G
5V1~k!1F2cosa

sina G k0

i ~k2ka cosa!
, ~22!

whereK(k) is the Wiener–Hopf kernel defined by

K~k!5~k22ka
2!1/22

k2

S k22
iv

n D 1/2. ~23!

It will later be convenient to substitutek0
2/e2 for v/n in

K(k), according to Eq.~10!. The Fourier transforms of the
tangential and normal stresses are, according to Eqs.~14!,
~16!, r0c0

2 times

n

v S dVx

dy
1 ikVyD and 2

P

k0
S 11

2i

3
e2D1

2n

v

dVy

dy
,

respectively. Their discontinuities aty50 are analytic in a
lower half-plane because the stress discontinuities are con-
fined to the barrier. Hence, by substitution of Eqs.~19!–~21!,

FS2~k!

T2~k!G5F iC~k!Y S k22
iv

n D 1/2

D~k!/k
G . ~24!

Equations~22! now enableC, D to be eliminated, leaving a
pair of disjoint Wiener–Hopf equations:

K~k!F S2~k!S k22
iv

n

k22ka
2
D 1/2

T2~k!

G
5 iV1~k!1F2cosa

sina G k0

~k2ka cosa!
. ~25!

Note thatK(k), the kernel of the second equation, has been
defined with the inviscid limit in mind. Thus the kernel of the
first equation, necessitated by viscosity, is obtained from Eq.
~23! by interchanging the square roots.

Both kernels are analytic except for branch cuts fromka

to k0eip/4/e to `eip/4 and from 2ka to 2k0eip/4/e to
2`eip/4. The productK(k)@2(k22ka

2)1/22K(k)# has zeros
at 6kK , where, by use of Eq. ~11!, kK5k0@1
2(7i /3)e2#21/2. But the chosen branch cuts and the need for
@k22( iv/n)#1/2 and (k22ka

2)1/2 to have positive real part on
the realk-axis imply that, atk56kK , @kK

2 2( iv/n)#1/2(kK
2

2ka
2)1/252kK

2 , i.e., K(6kK)52(kK
2 2ka

2)1/2. Hence K(k)
has no zeros and its decomposition, namely

K~k!5~k22ka
2!1/22

k2

S k22
ik0

2

e2 D 1/25K1~k!K2~k!,

~26!

allows Eqs.~25! to be rearranged as

iVx
1~k!

K1~k! S k1ka

k1
k0

e
eip/4D 1/2

2
k0 cosa

k2ka cosa F 1

K1~k! S k1ka

k1
k0

e
eip/4D 1/2

2
1

K1~ka cosa! S ka@cosa11#

ka cosa1
k0

e
eip/4D 1/2G

5K2~k!S2~k!S k2
k0

e
eip/4

k2ka

D 1/2

1
k0 cosa

k2ka cosa

1

K1~ka cosa! S ka@cosa11#

ka cosa1
k0

e
eip/4D1/2

,

~27!
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iVy
1~k!

K1~k!
1

k0 sina

k2ka cosa S 1

K1~k!
2

1

K1~ka cosa! D
5K2~k!T2~k!2

k0 sina

k2ka cosa

1

K1~ka cosa!
. ~28!

In each of Eqs.~27!, ~28!, the left hand side is analytic in
I(k1ka).0 and the right hand side is analytic inI(k
2ka cosa),0. Since these are overlapping half-planes, the
equations define two entire functions whose structure is de-
termined by their behavior at infinity. First, the symmetry of
definition ~23! shows thatK1(2k)5K2(k) and hence, due
to the choice of branch cuts,K1, K2 are O(uku21/2) as uku
→`. Next, the Appendix shows that the velocities and
stresses areO(r 1/2), O(r 21/2), respectively, asr→0 and
henceVx

1 , Vy
1 are O(k23/2) and S2, T2 are O(k21/2) as

uku→`. When these properties are substituted into Eqs.~27!,
~28!, the entire functions are seen to vanish at infinity and so,
by Liouville’s theorem, are identically zero. The resulting
identities

iVx
1~k!2

k0 cosa

k2ka cosa

52
k0 cosa

k2ka cosa

K1~k!

K1~ka cosa!

3S k1
k0

e
eip/4

ka cosa1
k0

e
eip/4

D 1/2

S ka@cosa11#

k1ka
D 1/2

, ~29!

iVy
1~k!1

k0 sina

k2ka cosa
5

k0 sina

k2ka cosa

K1~k!

K1~ka cosa!
~30!

determineC(k), D(k) from Eq. ~22!, and then the trans-
forms of the velocity components, given from Eqs.~20!, ~21!
by

Vx5@C~k!1D~k!sgn~y!#@e2~k22 iv/n!1/2uyu

2e2~k22ka
2
!1/2uyu#1

K~k!C~k!

~k22ka
2!1/2e2~k22ka

2
!1/2uyu, ~31!

Vy5@C~k!sgn~y!1D~k!#
ik

S k22
iv

n D 1/2@e2~k22 iv/n!1/2uyu

2e2~k22ka
2
!1/2uyu#2 iK ~k!

D~k!

k
e2~k22ka

2
!1/2uyu. ~32!

III. THE SCATTERED FIELD; INVERSION OF THE
TRANSFORMS

Inversion of the transforms defined by Eq.~16! yields

vsc5
c0

2pk0
E

2`

`

Veikx dk, psc5
r0c0

2

2pk0
E

2`

`

Peikx dk,

~33!

in which it suffices to considervsc . Note that, according to
Eqs.~31!, ~32!,

Veikx5S ]

]y
,2

]

]xD F C~k!sgn~y!

S k22
iv

n D 1/2~e2ukuuyu2e2~k22 iv/n!1/2uyu!

3eikx1D~k!S e2ukuuyu

uku
2

e2~k22 iv/n!1/2uyu

~k22~ iv/n!1/2D eikxG
1S ]

]x
,

]

]yD FC~k!

ik S ukue2ukuuyu

S k22
iv

n D 1/2

1F K~k!

~k22ka
2!1/221Ge2~k22ka

2
!1/2uyu D eikx

1
D~k!

ik
sgn~y!~e2ukuuyu2e2~k22ka

2
!1/2uyu!eikxG ,

which demonstrates thatvsc can be derived from an acousti-
cally modified stream functionc(x,y) for viscous flow and
an acoustic potentialf(x,y) modified by viscosity. In these
expressions, conjugate harmonic functions have been added
to ensure continuity ofc, f without changingV. Their esti-
mates for smallr are consistent with those given in the Ap-
pendix. Analyticity ink can be recovered by replacinguku by
(k21d2)1/2 and subsequently lettingd→0 but this is not
needed below.

According to Noble,5 integrals involving

e2(k22k0
2)1/2uyueikx can be efficiently estimated by deforming

the contour from the real axis to a branch of the hyperbola
k5ka cos(u1it), 2`,t,` if 0 ,u,p. Here the range 0
,u,2p can be accommodated by settingk5ka cos(p2up
2uu1it) and then, sinceusinuu5sinup2uu and the square root

has positive real part, the factore2(k22ka
2)1/2uyueikx reduces to

eikar cosht on the left or right branch of the hyperbola accord-
ing asup2uu is acute or obtuse.

Consider first the terms

K~k!F C~k!

~k22ka
2!1/2, 2 i

D~k!

k Ge2~k22ka
2
!1/2uyu

5
k0e2~k22ka

2
!1/2uyu

i ~k2ka cosa!

K1~k!

K1~ka cosa!

3F2cosaS k1 ~k0/e! eip/4

ka cosa1 ~k0/e! eip/4D 1/2

3S ka@cosa11#

k1ka
D 1/2

,sinaG
in @Vx ,Vy#. The integrals along the deformed contour can be
estimated, for large enoughr, by stationary phase methods
and, if cosu.cosa, i.e., in the reflection zone 0,u,a or
the shadow zone 2p2a,u,2p, the pole atk5ka cosa
yields the expected terms

c0@2cosa,sina#eika~x cosa1uyusin a!
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in @Vx ,Vy#. These account for the inhomogeneous terms in
Eq. ~13! but do not form a gradient field, i.e., they cannot be
identified with any part off. In these integrals,K1(k) is
replaced byK(k)/K2(k) in the lower half-plane. Ifup2uu
differs from p or 0 by less than aboutp/4, the contour,
displayed schematically in Fig. 2, has to be deformed around
the right or left branch cut, respectively. The additional con-
tributions that thereby may arise pertain to edge diffracted
waves with rapid exponential decay.

Consider next the terms

@C~k!1D~k!sgn~y!#F21,
2 ik sgn~y!

S k22
iv

n D 1/2Ge2~k22ka
2
!1/2uyu

5H cosaS k1 ~k0/e! eip/4

ka cosa1 ~k0/e! eip/4D 1/2

3~k2ka!1/2~ka@cosa11# !1/22 ik sgn~y!sinaJ
3

k0

i ~k2ka cosa! F 1,
ik sgn~y!

S k22
iv

n D 1/2G
3

e2~k22ka
2
!1/2uyu

K2~k!K1~ka cosa!

in @Vx ,Vy#. The integrals along the deformed contour~see
Fig. 2! can be estimated, for large enoughr, by stationary
phase methods and, if cosu.cosa, the pole atk5ka cosa
yields

2c0 ka cosa sina

K~ka cosa! F2 i ,
ka cosa

S ka
2 cos2 a2

iv

n D 1/2G
3eika~x cosa1y sin a!

in the reflection zone but zero in the shadow zone. This wave
has the phase velocity of a reflected wave but its contribution
to vsc is, sincev@nk0

2, almost parallel to the barrier. How-
ever, the total reflected wave is, by use of Eq.~23!,

c0~cosa,sina!F S ka
2 cos2 a2

iv

n D 1/2

sina1 ika cos2 a

S ka
2 cos2 a2

iv

n D 1/2

sina2 ika cos2 a
G

3eika~x cosa1y sin a!,

in which the amplitude is less than unity and the phase is
small and positive, due to viscous damping. The inviscid
reflection is recovered in the limitn→0.

Consider last the terms

@C~k!1D~k!sgn~y!#F 1,
ik sgn~y!

S k22
iv

n D 1/2Ge2~k22 iv/n!1/2uyu

5H 2cosaS k1 ~k0/e! eip/4

ka cosa1 ~k0/e! eip/4D 1/2

3~k2ka!1/2~ka@cosa11# !1/21 ik sgn~y!sinaJ
3

k0

i ~k2ka cosa! F 1,
ik sgn~y!

S k22
iv

n D 1/2G
3

e2~k22 iv/n!1/2uyu

K2~k!K1~ka cosa!

FIG. 2. Integration contours for evaluation of scattered velocity field.
FIG. 3. Integration contours for evaluation of scattered velocity field.
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in @Vx ,Vy#, for which the contour deformation is given by
k5(k0 /e)eip/4 cos(p2up2uu1it). The lack of a branch point
at 2ka renders the cut from2ka to 2(k0 /e)eip/4 unneces-
sary for this term. The cut fromka to (k0 /e)eip/4 requires the
contour, shown schematically in Fig. 3, to be further de-
formed for field points such that

p

2
2u or u2

3p

2
.

1

2
arccosF ~11 1

9 e4!1/22e2

~11 16
9 e4!1/2 G ,

yielding diffracted waves with exponential dependence

e2(ka
2
2 iv/n)1/2uyueikax. If the pole atk5ka cosa lies to the left

of the hyperbola, it contributes

2c0ka cosa sina

K~ka cosa! F i ,
2ka cosa

S ka
2 cos2 n2

iv

n D 1/2G
3e2~ka

2 cos2 a2 iv/n!1/2yeikax cosa

to vsc in the sector

e2 cos2 a2~11e4@ 1
31sin2 a#2!1/2

~11 16
9 e4!1/2

,cos 2u,1

of the first quadrant but, as above, nothing in the fourth
quadrant. This disturbance, confined to the ensonified side of
the barrier, is a slight acoustic modification of the damped
transverse wave generated in viscous fluid by a rigid bound-
ary moving in its own plane.6 It accounts for the viscous
damping observed in the reflected wave in the sense that
these two waves would form the entire scattered field if the
barrier were of infinite extent.

IV. TANGENTIAL AND NORMAL INCIDENCE

In these two limiting cases, the simpler solutions allow
further features of the scattered field to be identified. First,
C(k) and D(k) are proportional to cosa and sina, respec-
tively, and hence only one function appears in either case.

Whena50 ~tangential incidence!, Eqs.~31!, ~32! yield

V5C~k!@e2~k22 iv/n!1/2uyu2e2~k22ka
2
!1/2uyu#

3F 1,
ik sgn~y!

S k22
iv

n D 1/2G1
C~k!K~k!

~k22ka
2!1/2e2~k22ka

2
!1/2uyu@1,0#,

~34!

where

C~k!5
ik0

K2~k!K1~ka! S k1
k0

e
eip/4

ka cosa1
k0

e
eip/4

D 1/2

S 2ka

k1ka
D 1/2

.

~35!

So, in the second term of Eq.~34!,

C~k!K~k!

~k22ka
2!1/25

ik0

~k22ka
2!1/2 S 2ka

k2ka
D 1/2

1a function regular atk5ka

and hencevsc , given by Eq.~33!, has a contribution

c0i

2p E
2`

` eikx

~k22ka
2!1/2 S 2ka

k2ka
D 1/2

e2~k22ka
2
!1/2uyu dk@1,0#.

This integral is of a type evaluated by Noble5 in terms of the
Fresnel integralF(v)5*v

`eiu2
du and the resulting vector is

2
2c0

Ap
e2 i @kar cos~p2u!1p/4#FF ~2kar !1/2cos

1

2
~p2u!G@1,0#

52
2c0

Ap
ei ~kax2p/4!F@Aka~r 2x!#@1,0#,

which represents edge diffracted waves, except on the barrier
where its value is2c0eikax@1,0# as required by Eq.~13! to
cancel the incident field. The remaining contributions tovsc

are edge diffracted waves. Evidently, an ‘‘acoustic’’ term in
the i direction is required to cancel the incident wave at the
barrier, even though this need is dictated by viscosity. The
first vector in Eq.~34!, which is a combination of ‘‘viscous’’
and ‘‘acoustic’’ velocities that vanishes on the line of the
barrier, is needed to make possible the construction of an
‘‘acoustic’’ velocity that is a gradient field.

Whena5p/2 ~normal incidence!, Eqs.~31!, ~32! yield,
after substituting forD(k),

V5
k0

K2~k!K1~0!
@e2~k22 iv/n!1/2uyu2e2~k22ka

2
!1/2uyu#

3F 1,
ik sgn~y!

S k22
iv

n D 1/2G2
ik0

k

K1~k!

K1~0!
e2~k22ka

2
!1/2uyu@0,1#.

~36!

This case, the focus of Alblas’ study,3 is the one that sepa-
rates acute values ofa considered above from obtuse values
of a, for which the incident field would be defined to include
reflection from a complete rigid wall. The path of integration
in Eq. ~33! must be deformed below the pole atk50 so that
the corresponding residue yieldsc0eikauyu in x.0, as ex-
pected in the reflection and shadow regions, respectively.
However, the ‘‘acoustic’’ reflection excites a ‘‘viscous’’ dis-
turbance as described for the tangential case.

The total ‘‘acoustic’’ term inVy is

c0

2p i E2`

` eikx~k22ka
2!1/2

kK2~k!K1~0!
e2~k22ka

2
!1/2uyu dk,

which, for points not close~0,0!, can be approximated by

1

ika

]

]uyu F c0

2p i E2`

` eikx

k S ka

ka2kD 1/2

e2~k22ka
2
!1/2uyu dkG .

For this integral, the branch cuts can be drawn from6ka to
6ka`, respectively, allowing the contour to be deformed to
a branch of the hyperbolak5ka cos(p2up2uu1it). Thus the
‘‘acoustic’’ potentialf is
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c0 sgn~y!

ika
H eikauyu~ up2uu obtuse!1

1

2p E
2`

` eikar cosht sin@ 1
2~ up2uu2 i t !#

cos~ up2uu2 i t !
dtJ

52
c0 sgn~y!

2pka
I ~ka ,up2uu,p/2!

52
c0 sgn~y!

p1/2ka
eip/4H 2e2 ikar sinup2uuFF ~2kar !1/2cos

1

2 S up2uu2
p

2 D G1eikar sinup2uuFF ~2kar !1/2cos
1

2 S up2uu1
p

2 D G J
52

c0 sgn~y!

p1/2ka
eip/4H 2e2 ikauyuF@ka

1/2~r 1uyu!1/2#1eikauyuFF2xS ka

r 1uyu D
1/2G J ,

whereI is the integral defined and evaluated by5 Eqs.~1.63!,
~1.65!. In this way it is seen that the transitions into the
reflection and shadow regions are modeled by a Fresnel in-
tegral.

V. NUMERICAL RESULTS

In order to obtain numerical results for the velocity field,
it is necessary to evaluate the factored kernel functions
K1(k) andK2(k). Although general integral representations
of these functions are available,5 it is simpler and still highly
accurate to derive the functionsK1(k) and K2(k) from a
Padéapproximation to the kernel functionK(k), as fully
discussed by Abrahams.7

The functionK(k) in Eq. ~26! can be written as

K~k!5~k22ka
2!1/2F 12

k2

S k22
ik0

2

e2 D 1/2

~k22ka
2!1/2G . ~37!

The first factor on the right-hand side of Eq.~37! is needed to
maintain the strip of regularity and can be factored by in-
spection. Since the velocity field near the edge of the dif-
fracting screen is of particular interest here, the second factor

on the right-hand side of Eq.~37! may be usefully replaced
by the Pade´ approximation

K~k!'~k22ka
2!1/2F c1k0

2

c2k0
22k2e2G , ~38!

where the coefficientsc1(e) andc2(e) are, after substituting
Eq. ~11!, given by

c15
1

2 S i 1
e2

12
4i

3
e2D , c25

3

2
c12

e2

12
7i

3
e2

. ~39!

The kernel functionK(k) and the Pade´ approximation de-
fined by Eq.~38! are shown in Fig. 4 for the casee50.05.
Although Eq.~38! is based on a simple Pade´ approximation
with respect to the point at infinity, excellent agreement with
the kernel function is obtained over the entire range2`
,k,`, because the poles thus introduced are sufficiently
far from the realk-axis. Approximations to the factored ker-
nel functionsK1(k) and K2(k) can be obtained directly
from the immediate factorization of Eq.~38!, and the Fourier
integrals for the velocity componentsvx(x,y) and vy(x,y)
can then be evaluated by standard numerical integration
techniques.

FIG. 4. Kernel functionK(k) and Pade´ approximation
for e50.05.
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Figure 5 shows the numerically evaluated magnitude of
the velocity componentvy(x,0) along thex-axis in the region
to the left of the diffracting screen for the case of a normally
incident (a5p/2) plane wave. The scaling factorv0 is the
magnitude of the incident plane wave atx50. According to
the inviscid diffraction model discussed in the Introduction,
the velocityvy becomes infinite at the edge of the screen. For
the small values of the dimensionless viscosity parametere
shown in Fig. 5,vy is zero the edge of the screen, attains a
maximum asx decreases, and then rapidly becomes identical
with the inviscid solution. Figure 5 clearly shows how vis-
cosity eliminates the physically unrealistic inviscid velocity
singularity, and also indicates the extent of the spatial do-
main near the screen in which viscous effects have an impor-
tant influence on the flow field.

VI. SUMMARY

The influence of viscosity on the two-dimensional scat-
tering of an acoustic plane wave by a rigid half-plane is
completely described, with emphasis on the usual case of the
viscous length being much less than the acoustic length. As
expected, the significant effects are located close to the bar-
rier where a damped transverse wave is generated and the
field at the edge is of biharmonic type.

APPENDIX: EDGE SINGULARITY

When the similarity forms, referred to polar coordinates,

~v r ,vu!;r l@ f ~u!,g~u!#, p;r0nr l21h~u!, ~A1!

are substituted into Eqs.~14!, ~15!, the dominant terms, as
r→0, yield

~l11! f 1g85 i e2h, ~A2!

~l221! f 1 f 922g85~l21!S 12
i

3
e2Dh,

~A3!

~l221!g1g912 f 85S 12
i

3
e2Dh8.

Equations~A3! can be rearranged as Cauchy–Riemann equa-
tions to show that

r l21F ~l11! f 1g82S 12
i

3
e2DhG1 ir l21@~l11!g2 f 8#

is analytic, which, after use of~A2!, shows thatr l21h(u) is
harmonic and thatV1( i 1 4

3e
2)p/r0n becomes an analytic

function asr→0. On writing

S 12
i

3
e2Dh52 Aei ~l21!u12 Be2 i ~l21!u, ~A4!

Eqs.~A3! can be rearranged as a pair of disjoint second order
equations forf 6 ig which yield

f 1 ig5C1ei ~l21!u1D1e2 i ~l11!u1Be2 i ~l21!u,
~A5!

f 2 ig5C2e2 i ~l21!u1D2ei ~l11!u1Aei ~l21!u.

Substitution of Eqs.~A4!, ~A5! into Eq.~A2! then shows that

lC11S 12
7i

3
e2

12
i

3
e2
D A505lC21S 12

7i

3
e2

12
i

3
e2
D B,

while application of the no-slip conditionsf 505g at u
50, 2p yields

C11D11B505C21D21A,

C1e2p il1~D11B!e22p il50

5C2e22p il1~D21A!e2p il.

FIG. 5. Magnitude of velocity componentvy as func-
tion of k0x for y50.
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These six equations have a nontrivial solution if and only if
sin 2pl50 and the lowest admissible value ofl, for inte-
grable stresses, is 1/2.

If the velocity field is derived from a potential and a
stream function,3 i.e.,

v r5
]f

]r
1

1

r

]c

]u
, vu5

1

r

]f

]u
2

]c

]r
,

then, from Eqs.~A1!, ~A5!,

¹2f;2i e2r l21@Aei ~l21!u1Be2 i ~l21!u#,

¹2c;22i ~12 i e2!r l21@Aei ~l21!u2Be2 i ~l21!u#,

which yields

f;
i e2

2lS 12
i

3
e2D r l11@Aei ~l21!u1Be2 i ~l21!u#

1harmonic function,

c;2
i

2l S 12
4i

3
e2

12
i

3
e2
D r l11@Aei ~l21!u2Be2 i ~l21!u#

1harmonic function.

Thus these functions become biharmonic, asr→0, in agree-
ment with the asymptotic forms of the equations

¹2S ¹22
1

n

]

]t Dc50, ¹2F S 11
n

c0
2

]

]t D¹22
1

c0
2

]2

]t2Gf50,

derived from Eqs.~7!, ~8!.
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Field induced in inhomogeneous spheres by external sources.
I. The scalar case
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The evaluation of acoustic or electromagnetic fields induced in the interior of inhomogeneous
penetrable bodies by external sources is based on well-known volume integral equations; this is
particularly true for bodies of arbitrary shape and/or composition, for which separation of variables
fails. In this paper the investigation focuses on acoustic~scalar fields! in inhomogeneous spheres of
arbitrary composition, i.e., withr-, u- or evenw-dependent medium parameters. The volume integral
equation is solved by a hybrid~analytical–numerical! method, which takes advantage of the
orthogonal properties of spherical harmonics, and, in particular, of the so-called Dini’s expansions
of the radial functions, whose convergence is optimized. The numerical part comes at the end; it
involves the evaluation of certain definite integrals and the matrix inversion for the expansion
coefficients of the solution. The scalar case treated here serves as a steppingstone for the solution of
the more difficult electromagnetic problem. ©2002 Acoustical Society of America.
@DOI: 10.1121/1.1498274#

PACS numbers: 43.20.Fn@ANN#

I. INTRODUCTION

The evaluation of acoustic or electromagnetic fields in-
duced inside penetrable media by given sources, as well as
scattering from such bodies, is a basic problem of field
theory with many practical applications.1–9 The solution to
the first~interior! problem provides answers to questions re-
lated to radiation hazards, to the setting of reliable safety
field strength limits, in particular, in media like living tissue,
human heads exposed to nearby electromagnetic sources, etc.

The main difficulties in the mathematical formulation
and solution of such problems arise from the shape and/or
the inhomogeneity of the penetrable bodies. Arbitrary shapes
preclude, in general, the application of classical methods like
separation of variables, and so does inhomogeneity of the
medium. As a starting point for the mathematical formulation
of such boundary value problems serve volume integral
equations in which the unknown interior field, multiplied by
a difference term, appears inside the volume integral as an
equivalent source density. The difference term is the excess
value of the basic medium parameter~dielectric constant for
electromagnetic fields, compressibility and/or density for
scalar, acoustic ones! over its constant ambient value in the
surrounding medium~free space in general!. For instance, in
electromagnetics the corresponding volume integral equa-
tions are known as the EFIE or MFIE, i.e., electric or mag-
netic field integral equation.1–3 In acoustics, on which we
focus here, the corresponding volume integral equation is4–6

F~r !5F inc~r !1E
V
k0

2Fb~r 8!

b0
21GF~r 8!g~r ,r 8!dV8

1E
V
¹8•H F r0

r~r 8!
21G¹8F~r 8!J g~r ,r 8!dV8,

~1!

for an inhomogeneous medium of densityr~r ! and com-
pressibility b(r ) occupying the volumeV in a surrounding
medium of constantr0 , b0 values. An incident fieldF inc(r )
impinges onV and induces the total~unknown! scalar field
F~r !. The harmonic time dependence is exp(ivt) and

g~r ,r 8!5e2 ik0R/4pR, R5ur2r 8u, k05v~b0r0!1/2,
~2!

is the scalar Green’s function of free space. Equation~1!
simplifies considerably for a medium of constant density
r(r )5r0 , equal to that of the surrounding medium

F~r !5F inc~r !1E
V
k0

2Fb~r 8!

b0
21GF~r 8!g~r ,r 8!dV8.

~3!

It can be shown that, as far as our hybrid method of
solution for sphericalV is concerned, the more complex na-
ture of Eq.~1! in comparison with~3!, although not affecting
the basic analytic nature of the steps followed here, requires
a more subtle and lengthy algebraic manipulation; it will be
the subject of another paper. Furthermore, it may be noted
that the accuracy of purely numerical approaches is substan-
tially affected by the second integral in~1!, which contains
the derivatives of the unknown function. This point is also
discussed in a recent paper,6 which includes, further, a quite
comprehensive list of references on scalar~acoustic! integral
equations like~1! and~3!. Another extended list of references
is also included in Ref. 8.

It is worth noting also that Eq.~3! is similar to the cor-
responding one obtained from the Schro¨dinger equation in
quantum mechanics. In this case the integral equation de-
scribes the scattering of a wave functionF inc(r ) from a po-
tential proportional tob(r )2b0 .10 Here, the notion of scat-
tering may be extended to include cases such as field
emission due to a certain potential.
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We therefore limit ourselves here to the treatment of~3!
for spherical volumesV for which, up to a certain point,
analytical procedures are possible; such methods take advan-
tage of the orthogonal properties of spherical harmonics and,
in particular, of spherical Bessel functions associated with
Dini’s expansions. The importance of such steps will become
apparent in what follows. Finally, it is worth observing that
whenr is taken outsideV both ~1! and~3! provide a relation
for the exterior~scattered! field; whenr is restricted insideV
the equations stand as the aforementioned integral equations
for the evaluation of the total internal fieldF~r ! in V.

II. HYBRID METHOD OF SOLVING EQ. „3… BASED ON
SPHERICAL HARMONIC- AND DINI’S-EXPANSIONS

We start by expandingg(r ,r 8) andF~r !

g~r ,r 8!5
e2 ik0R

4pR

5
2 ik0

4p (
n850

`

~2n811! j n8~k0r ,!hn8~k0r .!

3 (
m852n8

n8 ~n82m8!!

~n81m8!!
Pn8

m8~cosu!

3Pn8
m8~cosu8!eim8~w2w8!, ~4!

F~r !5 (
n50

`

(
m52n

n

f nm~r !Pn
m~cosu!eimw. ~5!

Equation~4! is the well-known expansion of the Green func-
tion in spherical coordinates;11 hn[hn

(2)5 j n2 inn and
r .(r ,) stands for the larger~smaller! of r ,r 8. In ~5! f nm(r )
are the unknown functions in 0<r<a, a being the radius
of V.

A. Inhomogeneity independent of u, w

Consider first the simpler case:b(r )5b(r ), independent
of u, w. With a plane incident fieldF inc(r ) propagating along
the z axis of the spherical coordinate system (k05k0ẑ), we
have

F inc~r !5e2 ik0•r

5e2 ikz

5 (
n50

`

~2 i !n~2n11! j n~k0r !Pn~cosu!, ~6!

F~ r̄ !5 (
n50

`

f n~r !Pn~cosu!. ~7!

Substituting in~3!, carrying out the integrations with respect
to u8, w8 @dV85r 82 sinu8 dr8 du8 dw8#, using the orthogonal-
ity relations foreimw8 and

E
0

p

Pn~cosu8!Pn8~cosu8!sinu8 du85
2

2n11
dnn8 ~8!

for Pn(cosu8), we end up with the relation

f n~r !5~2 i !n~2n11! j n~k0r !2 ik0
3E

0

aFb~r 8!

b0
21G

3 f n~r 8! j n~k0r ,!hn~k0r .!r 82 dr8. ~9!

Here, it is obvious that, in the case under consideration
~independent ofu, w!, there is no interrelation between the
integral equations~9! for different n. For each n (n
50,1,2,...) and 0<r<a the radial functions are now ex-
panded in Dini’s series as follows:

j n~k0r !5(
l 51

`

Jnl j nS gnl

a
r D , ~10!

f n~r !5(
l 51

`

Bnl j nS gnl

a
r D , ~11!

f n~r !Fb~r !

b0
21G5(

l 51

`

Anl j nS gnl

a
r D . ~12!

The spherical Bessel functionsj n(@gnl /a#r ) ( l 51,2,...) form
a complete and orthogonal set of eigenfunctions in the inter-
val 0<r<a11–13 as long as the constantsgnl are chosen as
the roots of the eigenvalue equation

gnl j n8~gnl!/ j n~gnl!52tn ~ l 51,2,...!. ~13!

Here,tn is any chosen constant. Later, it will be chosen so as
to improve the convergence of the Dini’s expansion~11! for
the unknown radial functionf n(r ); an all-important choice,
particularly for the nonhomogeneous density and the electro-
magnetic case, which involve the first and the second deriva-
tives of the unknown field function and require faster con-
vergence of the Dini expansion. In the case of constant
density, such an improvement of the convergence is not re-
quired for the solution of~9!; however, it is necessary if one
wants to find the derivative off n(r ), as will be shown later.
The use of Dini’s expansions in technical literature is some-
what limited; their completeness and convergence properties
are characterized by certain features and special cases that
should not be ignored for their correct application. These
properties are summarized below, following their extensive
treatment in Refs. 12 and 13.

Substituting now~12! in ~9!, separating the integral into
two similar ones, fromr 850 to r 85r and from r 85r to
r 85a, applying the standard integral formulas for the prod-
uct of any two spherical Bessel functions11,14 of the same
order

E dn~ax!gn~bx!x2dx

5
x2

a22b2 $bdn~ax!gn21~bx!2adn21~ax!gn~bx!%

5
x2

a22b2 $adn11~ax!gn~bx!2bdn~ax!gn11~bx!%,

aÞb, ~14!

E gn
2~bx!x2dx5

x3

2
$gn

2~bx!2gn21~bx!gn11~bx!%, ~15!
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wherea, b are two constants, we end up with the following
equation:

f n~r !5~2 i !n~2n11! j n~k0r !2 i ~k0a!2(
l 51

`
Anl

gnl
2 2~k0a!2

3F i j nS gnl

a
r D1~k0a!2 j n~k0r !CnlG , n50,1,...,

~16!

where

Cnl5
gnl

k0a
hn~k0a! j n11~gnl!2hn11~k0a! j n~gnl!

5 j n~gnl!Fhn8~k0a!1tn

hn~k0a!

k0a G ,
n50,1,..., l 51,2,... . ~17!

Here, it is obvious why in expansion~12! we used
j n(@gnl /a#r ) as the expansion functions, instead of
j p(@gpl /a#r ), pÞn, l 51,2,... as a more general possibility:
there is no integral formula like~14! for the product
dn(ax)gp(bx)x2 when nÞp. Substituting now the expan-
sions~10!, ~11! in ~16! and using the orthogonality of the set
j n(@gnl /a#r ), l 51,2,..., we get for eachn

Bnl5~2 i !n~2n11!Jnl~12Sn!1
~k0a!2

gnl
2 2~k0a!2 Anl ,

l 51,2,..., ~18!

where

Sn5
i ~k0a!4

~2 i !n~2n11! (
q51

`
CnqAnq

gnq
2 2~k0a!2 . ~19!

In ~18!, Sn is a constant with respect tol and related to the
chosen valuetn ~and the correspondinggnl!; Jnl are given
later in ~26!.

The last step is to eliminateAnl from ~18! and obtain a
set of linear equations for theBnl . This is accomplished by
combining~11! and ~12! in the form

f n~r !S b~r !

b0
21D5 (

p51

`

Anpj nS gnp

a
r D

5 (
p51

`

BnpS b~r !

b0
21D j nS gnp

a
r D . ~20!

Multiplying the latter byj n(@gnl /a#r ) and using orthogonal-
ity, we get

Anl5
1

Nnl
(
p51

`

DnlpBnp , ~21!

in which

Dnlp5E
0

aS b~r !

b0
21D j nS gnl

a
r D j nS gnp

a
r D r 2 dr, ~22!

and

Nnl5E
0

a

j n
2S gnl

a
r D r 2 dr

5
a3

2
@ j n

2~gnl!2 j n21~gnl! j n11~gnl!#

5
a3

2
j n
2~gnl!F12

~n112tn!~n1tn!

gnl
2 G . ~23!

The Dnlp can be considered as the expansion coefficients of
(@b(r )/b0#21) j n(@gnl /a#r ) in the setj n(@gnp /a#r ) and are
the only ones that require numerical evaluation. With~21!
substituted in~19!, we obtain

Sn5(
l 51

`

BnlZnl ;

~24!

Znl5
i ~k0a!4

~2 i !n~2n11! (
p51

`
CnpDnlp

Nnp@gnp
2 2~k0a!2#

.

So, we finally get the system of linear equations

Bnl5~2 i !n~2n11!JnlS 12 (
p51

`

BnpZnpD
1

1

Nnl

~k0a!2

gnl
2 2~k0a!2 (

p51

`

BnpDnlp , l 51,2,... .

~25!

This system is solved by truncation, and we obtain the de-
sired unknown coefficientsBnl to calculate f n(r ), n
50,1,... . In the Appendix, the system is solved analytically
for b(r )5b15constant, recovering the well-known result
from separation of variables.

B. Convergence and optimum form of Dini’s
expansions

We give first an explicit result forJnl , the Dini’s coef-
ficients of j n(k0r ) in ~10!. Based on~13!–~15! one gets12,13

Jnl52

gnl
2 j n~k0a!F tn1

~k0a! j n8~k0a!

j n~k0a!
G

@gnl
2 2~k0a!2# j n~gnl!@gnl

2 2~n2tn11!~n1tn!#
.

~26!

Concerning the convergence of Dini’s expansion

g~r !5(
l 51

`

Anl j nS gnl

a
r D , 0<r<a, ~27!

of a continuous functiong(r ) in the interval, the following
facts should be taken into account.12,13 gnl are the roots of
the eigenvalue equation~13!, while n and tn can be any
numbers; this implies an infinite variety of expansions~27!
for the sameg(r ). As long astn.2n all roots 6gnl (gnl

>0) are real. For tn,2n the first root is imaginary
6 i ugn1u, and the first eigenfunctioni n(@ ugn1u/a#r ), the
modified spherical Bessel function. The rest remain real and
beyond that nothing changes in the previous formulas. For
tn52n, one root~the first! is zero, the corresponding eigen-
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function is (r /a)n in place of j n(@gn1 /a#r ), and in ~26!
Jn15(2n13) j n(k0a)/(k0a). Also, expansions~10! and~16!
now become

j n~k0r !5S r

aD n 2n13

k0a
j n11~k0a!1(

l 52

`

Jnl j nS gnl

a
r D ,

~28!

f n~r !5~2 i !n~2n11! j n~k0r !

1 i •@ ir n2~k0a!2anhn11~k0a! j n~k0r !#An1

1 i ~k0a!2(
l 52

`
Anl

~k0a!22gnl
2 F i • j nS gnl

a
r D

1~k0a!2 j n~k0r !CnlG , n50,1,... . ~29!

These facts are important for the completeness of the set for
l 51,2,3,... in these particular cases.

From the theory of Dini’s series, developed in Ref. 12, it
follows also that for continuous functionsg(r ) the coeffi-
cientsAnl in ~27! diminish, at least as 1/l as l→`. This has
been tested for allg(r ) used in our problem. In particular,
this is true for the coefficientsJnl in ~26!. Taking into ac-
count that asl→` the rootsgnl of ~13! behave likegnl

→ lp1d ~Ref. 12! ~whered is a small positive value that
depends onn and tn! and that j n(x)→sin(x2@np/2#)/x as
x→`, we conclude that the full series~27! converges at least
as 1/l 2 for continuousg(r ); this holds, in particular, for the
expansion~10! of j n(k0r ). This rate can be further improved
if the particular choice

tn52
ag8~a!

g~a!
, ~30!

is made. The details of this assertion can be found in Ref. 12.
With this particular choice, the sequence ofAnl converges at
least as fast as 1/l 2, and Dini’s expansion~27! at least as fast
as 1/l 3. In Fig. 6 a typical plot ofuBn,l 11 /Bnlu for varioustn

@including the choice of~30!# and of (@ l 11#/ l ) j , j 51 – 3,
for large values ofl ~say, l .25! verifies the above assertion
for g(r )5515r /a ~see below!. It was verified for other
g(r ) as well. This important fact, although not necessary in
the acoustic case under consideration, withr(r )5r0

5constant, becomes a necessary condition when derivatives
of such expansions are involved, as in the case of Eq.~1! or
the electromagnetic one, where a rate of convergence of at
least 1/l 3 is required.

The problem we come up against when trying to apply
these ideas here is thatf n(r ), the function that is being ex-
panded, is unknown andtn cannot be chosen according to
~30! as yet. Choosing an arbitrarytn and solving the problem
may result in a good approximation off n(a); on the other
hand, there is no way whatsoever of obtainingf n8(a) by dif-
ferentiation of the expansion, since the latter, in general, does
not converge absolutely and does not representf n8(r ).12

However, as shown in the following, the required values can
be found from the exterior field with the aid of the boundary
conditions atr 5a.

In general, these conditions are15

F~r !ur 5a25F~r !ur 5a1 ,
~31!

1

r

]F~r !

]r U
r 5a2

5
1

r

]F~r !

]r U
r 5a1

.

In the present caser15r25r0 , and taking into account the
expansion~5! as well as the orthogonality of spherical har-
monics we get

f nm~r 5a1!5 f nm~r 5a2!,
~32!

f nm8 ~r 5a1!5 f nm8 ~r 5a2!,

n50,1,...,m52n,...,n. For an inhomogeneity independent
of u, w the indexm disappears and we end up with

f n~r 5a1!5 f n~r 5a2!, f n8~r 5a1!5 f n8~r 5a2!,
~33!

n50,1,... . Now it is a simple matter to obtain the values of
f n just outside the inhomogeneity. Forr>a we obtain from
~3! an equation similar to~9!

f n~r !5~2 i !n~2n11! j n~k0r !2 ik0
3hn~k0r !•I n , ~34!

with

I n5E
0

aFb~r 8!

b0
21G f n~r 8! j n~k0r 8!r 82 dr8

5(
l 51

`

JnlAnlNnl , ~35!

where Eqs.~10!, ~12!, and~23! as well as the orthogonality
of the setj n(gnl@r /a#) in the interval@0,a# have been used.

According to preceding remarksI n is calculated easily
and accurately regardless of the choice oftn ; the rate of
convergence of~35! is at least 1/l 4. Furthermore, we can
differentiate Eq.~34! to obtain the required derivative, since
I n is a numerical constant.

So, the procedure is as follows: we start with an arbi-
trary tn ; we solve the system~25! for the Bnl , and getting
the Anl from ~21! we calculateI n from ~35!; from this the
valuesf n(a) and f n8(a) follow from ~34! and are substituted
in ~30! to derive the optimum value oftn . Now the system
~25! is solved once again with this choice oftn to obtain the
optimum values ofBnl , that converge faster withl and allow
differentiation of~11! to obtain f n8(r ), or evenf n9(r ), for r
<a.

In the discussion of convergence a remark is necessary
in connection with ~26!: The choice tn52k0a jn8(k0a)/
j n(k0a) makes one eigenvalue, saygnl8 , coincide withk0a;
then, allJnl50 exceptJnl8 and this may suggest substantial
simplification of the procedure and improvement of the con-
vergence. However, owing to the termgnl2k0a in the de-
nominator of~26!, all expansion formulas for the coefficients
require revision; this is laborious but can be carried out; it
leads, however, to more complicated formulas with no im-
provement of convergence for theBnl , Anl over the values
that correspond to an arbitrary choice oftn .

Before closing this section, it is appropriate to compare
the Dini’s expansions for continuous functions, like~10!–
~12! and ~27!, with other possible ones in the interval 0<r
<a. For instance, the complete and orthogonal set of trigo-
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nometric functions sin(lp@r/a#), l 51,2,3,... or cos(lp@r/a#),
l 50,1,2,... . Their convergence, however, is in general infe-
rior to the 1/l 2 convergence of the Dini’s series, which may
be further improved by properly choosingtn . Owing to the
behavior of the function under expansion,g(r ), at the ends
r 50 and/orr 5a the trigonometric series cannot converge
faster than 1/l in general. Unlessg(0)5g(a)50 the sine
series corresponds to a finite discontinuity at the ends and its
convergence is restricted to 1/l . Similar remarks apply to the
cosine series as well as to other possible expansions. Finally,
we may observe that whilej n(0)50 (n51,2,...) we cannot
expect j n(k0a) to vanish, too. Therefore, the Dini series is
superior to a sine series expansion forj n(k0r ) in 0<r<a.

C. Inhomogeneity dependent on r, u, w

In the more general caseb(r )5b(r ,u) it is no longer
possible to solve the equations forf n(r ) separately for each
n50,1,... . To avoid the additional complications introduced
by dependence of certain quantities onw, like F inc(r ) in ~6!
for arbitrary direction of incidence, we restrict ourselves here
to incidence along thez axis, namely, we again setk0

5k0ẑ. Then, expansions~6! for F inc(r ) and ~7! for F(r )
5F(r ,u) remain the same, while~12! is now changed to

Fb~r ,u!

b0
21GF~r ,u!5 (

n50

`

Pn~cosu!Fn~r !

5 (
n50

`

Pn~cosu!(
l 51

`

Anl j nS gnl

a
r D ,

~36!

where the radial functionsFn(r ) are expanded in the same
set of orthogonal functionsj n(@gnl /a#r ) used in ~7! for
F(r ,u). With these definitions the method proceeds through
identical steps followed previously forb(r )5b(r ), and
while Eqs. ~18!–~19! do not change, Eq.~20! relating Bnl

@the expansions coefficients off n(r )# to Anl @those ofFn(r )#
is now generalized to

Fb~r ,u!

b0
21GF~r ,u!5 (

n850

`

Pn8~cosu!

3 (
l 851

`

An8 l 8 j n8S gn8 l 8
a

r D
5 (

q50

`

Pq~cosu! (
p51

`

Bqpj qS gqp

a
r D

3Fb~r ,u!

b0
21G . ~37!

Multiplying this by Pn(cosu)jn(@gnl /a#r)sinur2 dr du, inte-
grating, and taking advantage of orthogonality we get

Anl5
2n11

2Nnl
(
q50

`

(
p51

`

D~n,l ,q,p!Bqp , ~38!

with the equivalent to~22! for Dnlp , relation

D~n,l ,q,p!5E
0

pE
0

aS b~r ,u!

b0
21D Pn~cosu!Pq~cosu! j n

3S gnl

a
r D j qS gqp

a
r D r 2 sinu dr du. ~39!

These latter coefficients are, in general, calculated by nu-
merical integration. Combining~38! with ~18!, we obtain the
linear system for the coefficientsBnl . It should be obvious
also that even withw-dependence ofF~r ! and/orF inc(r ), no
fundamental complications are introduced in the procedure;
simply the number of unknowns increases: for eachf n(r )
and Bnl we have 2n11 unknowns f nm(r ) or Bnlm ~m
52n to n!; also,D in ~38! and~39! requires two additional
indices m and s. In the more restricted case@b(r ,u)/b0#
215F(r )G(u), the double integral in~39! is simplified into
the product of two single integrals overr andu, reducing the
numerical burden, and, in certain special cases, allowing ana-
lytical evaluation of some integrals.

Again, the procedure starts with an arbitrary choice oftn

in ~13!. The optimumtn follows again from the boundary
conditions~32! at r 5a and an expression for the external
field (r>a) dependent on the constantI n , similar to ~34!
and obtained from~3! whenr>a. The significant difference
in this case is that, owing to the coupling of relations for
f n(r ) for variousn, I n , the optimum value oftn , and the
corresponding eigenvaluesgnl of ~13!, turn out to be com-
plex. However, the convergence properties ofBnl , l
51,2,... are improved as in the simpler caseb(r )5b(r ).

The complexgnl roots of~13! are found starting with a
real value oftn equal to the real part of the optimumtn . We
then increase gradually the imaginary part oftn until its final
value, equal to the imaginary part of optimumtn , is reached.
In this gradual process for the estimation of the new complex
roots gnl we use as starting values the ones found in the
preceding step, implementing a Newton–Raphson approxi-
mation formula.

FIG. 1. Total field uFu inside a spherical inhomogeneity described by
b(r )/b05515r /a with k0a52.0958.
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III. NUMERICAL RESULTS AND DISCUSSION

Numerical and plotted results were obtained mostly for
u,w-independent compressibilityb(r ). Five cases were ex-
amined

~a!
b~r !

b0
5515

r

a

~b! 57.5

~c! 57.522.5 cosS p
r

aD
~d! 57.522.5 cosS 3p

r

aD
~e! 5H 7.5210S r

a
20.5D 2

, 0<
r

a
<0.5

7.5110S r

a
20.5D 2

, 0.5<
r

a
<1

. ~40!

FIG. 2. Total fielduF(0,0,z)u inside a spherical inhomogeneity described by
b(r )/b05515r /a with k0a5(a) 2.0958; ~b! 4.19169; ~g! 8.3834; ~d!
16.7668.

FIG. 3. Total fielduF(x,y,0)u inside a spherical inhomogeneity described
by b(r )/b05515r /a with k0a5(a) 2.0958;~b! 4.19169;~g! 8.3834;~d!
16.7668.

FIG. 4. Total field uF(0,0,z)u inside a spherical inhomogeneity withk0a
516.7668 described byb(r )/b05(a) Eq. ~40b!; ~b! Eq. ~40c!; ~g! Eq.
~40d!; ~d! Eq. ~40e!.

FIG. 5. Total fielduF(x,y,0)u inside a spherical inhomogeneity withk0a
516.7668 described byb(r )/b05(a) Eq. ~40b!; ~b! Eq. ~40c!; ~g! Eq.
~40d!; ~d! Eq. ~40e!.

FIG. 6. Rate of convergence ofuBnlu (n50 – 2), for tn51 ~solid lines! and
tn5optimum~dashed lines! compared with the convergence of 1/l ~circles!,
1/l 2 ~crosses!, and 1/l 3 ~triangles!.
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In all cases we plot the magnitude of the total field in-
side the inhomogeneity,uFu, vs r /a for three values ofu ~50,
p/2, andp!. As indicated in Fig. 1, where the curves ofuFu
are depicted for all values ofu, the above selected values of
u—the dotted curves of Fig. 1, which are also given in Figs.
2~a! and 3~a!—give a good idea of howuFu varies withu,
especially for small values ofk0a and relatively smooth in-
homogeneous profiles. Whenk0a increases or whenb(r )
oscillates more rapidly, the variations withu becomes more
pronounced and increase in number. However, the above
curves remain useful, especially the ones along thez axis
~u50,p!, because they indicate, in general, the extremum of
uFu and provide a fairly good idea of field penetration in the
sphere.

So, in Figs. 2 and 3 we plotuF(0,0,z)u (u50,p) and
uF(x,y,0)u (u5p/2), respectively, for variousk0a in the
case of~40a!, i.e., linearb(r ). From the plots it is evident
that the variations ofuFu increase withk0a. In Figs. 4 and 5
we show the same quantities, but, for the cases~40b!–~40e!,
all for k0a516.7668. In all figures we plot the internal field
~inside the sphere!; the exterior one can be easily calculated
from ~33!.

To illustrate and verify the remarks on convergence in
Sec. II B, we sketch in Fig. 6 the rate of convergence, i.e.,
values ofuBn,l 11 /Bnlu, for the setBnl , l 55 – 30. All these
are shown in case~a!—linear b(r )—for n50,1,2 and, for
reasons of comparison, for an arbitrary choice oftn ~51
here!, shown by the solid lines, and the optimumtn shown in
dashed lines.

To check their rate of convergence against standard se-
quences of natural numbers like 1/l , 1/l 2, 1/l 3 etc., we have
also drawn the values ofl /( l 11) ~circles!, @ l /( l 11)#2

~crosses!, and@ l /( l 11)#3 ~triangles!. In the case ofn50 the
terms B0l are divided into two subsequences~l5odd and
even!; in order to illustrate the convergence of the whole
sequence in this case, we depict the mentioned ratios for the

geometric mean of two consecutive terms. It is obvious that
for the optimumtn the convergence ofBnl is similar to 1/l 3.

As far as the highest numbers ofn (nmax) and l ( l max)
required for the convergence of the corresponding expan-
sions are concerned, we give their values in Table I, for
variousk0a for the case~40a! of linear b(r ) and for opti-
mum tn ; with these values ofnmax andl max the error ofuFu in
the sphere is less than 0.1%. Actually, the given value ofl max

may be safely decreased for larger values ofn, since the
effect of f n(r ) in then series diminishes for highern. There-
fore, the corresponding matrix size is even smaller than these
values indicate. Even fork0a>19 ~last case of Table I! the
matrix size, at most 33333, shows how good the conver-

TABLE I. Maximum value ofn and l required forb(r )/b05515r /a.

k0a nmax l max

2.095 84 6 6
4.191 69 11 12
6.287 53 15 18
8.383 38 16 18

10.479 2 18 21
12.575 1 21 25
14.670 9 23 28
16.766 8 27 31
18.862 6 29 33

TABLE II. ~a! Values of f n(r ) at the boundary~tn5optimum!. ~b! Values of f n(r ) at the boundary (tn51).

~a! n50 n51 n52

f n(a2) 5.9886E200226.8665E2002i 2.1011E200121.0965E1000i 21.2011E200123.3427E2002i
f n(a1) 5.9886E200226.8665E2002i 2.1011E200121.0965E1000i 21.2011E200123.3427E2002i

~b! n50 n51 n52

f n(a2) 6.4258E200227.3676E2002i 2.0797E200121.0853E1000i 29.9173E200222.7602E2002i
f n(a1) 5.9893E200226.8671E2002i 2.1012E200121.0965E1000i 21.2009E200123.3423E2002i

TABLE III. ~a! Values of optimum tn for b(r )/b0215(6.5
22.5 cos(pr/a))(22sinu). ~b! Rootsgnl for the optimumtn .

~a!
n tn

0 79.9235237.2732i
1 7.693520.0239i
2 23.098710.0918i
3 217.770410.5472i
4 6.294120.1106i
5 4.309410.0069i
6 6.133110.0325i
7 7.951310.0279i
8 8.769620.0063i
9 9.703020.0085i

10 10.761010.0005i

~b!
l n50 n51 n52

1 3.109320.0150i 3.954020.0014i 0.137212.9461i
2 6.218620.0300i 6.917420.0017i 6.838610.0117i
3 9.328020.0448i 9.921820.0016i 10.314110.0084i
4 12.437520.0593i 12.968020.0014i 13.618910.0065i
5 15.547020.0735i 16.042220.0012i 16.859310.0053i
6 18.656720.0873i 19.134620.0011i 20.067510.0045i
7 21.766620.1006i 22.239020.0010i 23.257310.0039i
8 24.876720.1134i 25.351820.0009i 26.435410.0034i
9 27.987020.1256i 28.470420.0008i 29.605610.0031i

10 31.097520.1371i 31.593220.0007i 32.770310.0028i
11 34.208420.1479i 34.719320.0007i 35.930910.0025i
12 37.319720.1580i 37.847820.0006i 39.088410.0023i
13 40.431420.1674i 40.978320.0006i 42.243610.0022i
14 43.543620.1761i 44.110320.0005i 45.396810.0020i
15 46.656220.1839i 47.243520.0005i 48.548510.0019i
16 49.769420.1910i 50.377820.0005i 51.699010.0018i
17 52.883220.1974i 53.512920.0004i 54.848510.0017i
18 55.997620.2031i 56.648720.0004i 57.997110.0016i
19 59.112620.2080i 59.785120.0004i 61.145010.0015i
20 62.228320.2123i 62.922020.0004i 64.292310.0014i
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gence of our method is, if one takes into account matrix size
versus k0a of other methods for spherical scatterers. Of
course, withu- ~or w-! variations present, these numbers are
multiplied by the necessary number of terms to account
properly for such variations of the inhomogeneity. Finally, in
order to point out that the optimum choice oftn ensures the
accurate satisfaction of the boundary condition forf n(r ) at
r 5a, as opposed to an arbitrary value oftn , we show cor-
responding values off n(a2) and f n(a1) in Table II, again
for case~a!. It is worth noting that, whilef n(a1) is the same
for either value oftn, owing to the strong convergence of
~35! ~of order 1/l 4), f n(a2) from ~11! is accurate only for
the optimumtn.

In Table III~a! the optimum values oftn are given for
@b(r ,u)/b0#215(6.522.5 cos(pr/a))(22sinu). In Table
III ~b! we give the corresponding values ofgnl , n50 – 2. In
Fig. 7 we plotuFu for various values ofu in this case.

IV. CONCLUSIONS

Acoustic fields induced by external sources with inho-
mogeneous compressibilityb(r ) have been treated by a di-
rect hybrid ~analytical–numerical! method; direct in the
sense of an analytical treatment of the corresponding volume
integral equation in the general case of arbitrary inhomoge-
neity, where simpler methods, like separation of variables,
are no longer applicable. The restriction to spheres provides
the advantage of using the orthogonal properties of spherical
harmonics, and, in particular, of Dini’s expansions~i.e., gen-
eral type of Fourier–Bessel expansions! for the radial func-
tions, whose convergence is shown to be superior to other
possible sets of orthogonal expansions. Another important
feature is the possibility of improving their rate of conver-
gence by choosing the proper value of a crucial parameter in
their eigenvalue equation. Plots of fields induced inside the
sphere are shown in four typical cases of radial inhomoge-
neity b5b(r ) and in a more general one in whichb
5b(r ,u). As far as sphere size is concerned, there is no
problem extending the method to sizes larger thank0a520.
For instance, fork0a518.86 the maximum number of terms
required in then expansion isnmax529, while for the Dini’s

series, in this case, the number of needed terms, in the case
of optimum convergence, isl max533; this latter can be
safely decreased for highern values. These numbers provide
a clear indication of the matrix sizes required for an approxi-
mate three-decimal accuracy for the induced field.

The scalar case of inhomogeneous densityr~r !, as well
as the electromagnetic problem, owing mainly to the diffi-
culties introduced by the derivatives ofr~r ! in the integral
equations, are treated in a follow-up paper; the complications
of such problems over the present simpler ones are by no
means trivial.
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APPENDIX

The solution of~3! or ~9! in the special caseb(r )5b1

5constant @v(b1r0)1/25k15constant# is obtainable by
separation of variables. With boundary conditionsF~r ! and
]F/]r @or f n(r ) and f n8(r )# continuous atr 5a, this classical
method proceeds by expanding the interior field in~7! by
means of the spherical eigenfunctions of¹2F(r )1k1

2F(r )
50. Namely, by assuming in~7! and ~11! that f n(r )
5Fnj n(k1r )5( l 51

` Bnl j n(@gnl /a#r ) in 0<r<a, while F(r )
5(n50

` Hnhn(k0r )Pn(cosu) for r>a; the final result is

Fn5
~2 i !n11~2n11!

~k0a!2F j n~k1a!hn8~k0a!2
k1

k0
j n8~k1a!hn~k0a!G .

~A1!

We will show here that the same result is obtained by a
direct solution of the integral equation~9!, following the
steps that were applied in the more general caseb(r )
5b(r ) and for arbitrarytn in ~13!.

In this case@b(r )/b0#215k1
2/k0

221, and from~21! and
~22! one obtains

Dnlp5S k1
2

k0
221DNnld lp . ~A2!

With this result~21!, ~23!–~25! are much simplified as fol-
lows:

Anl5S k1
2

k0
221DBnl ,

~A3!

Znp5S k1
2

k0
221D Cnp

gnp
2 2~k0a!2 •

i ~k0a!4

~2 i !n~2n11!
,

and

FIG. 7. Total field uFu inside a spherical inhomogeneity described by
b(r )/b0511(6.522.5 cos(pr/a))(22sinu) with k0a52.0958.
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Bnl5~2 i !n~2n11!Jnl2S k1
2

k0
221D

3F i ~k0a!4Jnl (
p51

`

Bnp

Cnp

gnp
2 2~k0a!2

2Bnl

~k0a!2

gnl
2 2~k0a!2G . ~A4!

By combining terms and substitutingCnp from ~17! andJnl

from ~26!, Eq. ~A4! can be put in the form

Bnl5Tna3@ tnj n~k0a!1~k0a! j n8~k0a!#

3
j n~gnl!

Nnl@gnl
2 2~k1a!2#

, ~A5!

Tn5~2 i !n~2n11!2S k1
2

k0
221D i ~k0a!4(

p51

`

Bnp

3
Cnp

gnp
2 2~k0a!2. ~A6!

For r 5a we get from~10! and ~26!

j n~k0a!5(
l 51

`

Jnl j n~gnl!

5a3@ tnj n~k0a!1~k0a! j n8~k0a!#

3(
l 51

` j n
2~gnl!

Nnl@gnl
2 2~k0a!2#

, ~A7!

and by analogy with the latter

j n~k1a!5a3@ tnj n~k1a!1~k1a! j n8~k1a!#

3(
l 51

` j n
2~gnl!

Nnl@gnl
2 2~k1a!2#

. ~A8!

We can now evaluate the constant, with respect tol, Tn as
follows: Substituting~A5! in ~A6! andCnp from ~17!, we get

Tn5~2 i !n~2n11!2 i ~k0a!2@~k1a!22~k0a!2#Tna3

•@ tnj n~k0a!1~k0a! j n8~k0a!#

3F tn

hn~k0a!

k0a
1hn8~k0a!GMn , ~A9!

with

Mn5 (
p51

` j n
2~gnp!

Nnp@gnp
2 2~k1a!2#@gnp

2 2~k0a!2#
.

Analyzing Mn into two terms

Mn5
1

~k1a!22~k0a!2 (
p51

` j n
2~gnp!

Nnp

3S 1

gnp
2 2~k1a!22

1

gnp
2 2~k0a!2D , ~A10!

we can evaluate the resulting sums using~A7! and ~A8!.
Thus,

Tn5~2 i !n~2n11!2 i ~k0a!2Tn@ tnj n~k0a!

1~k0a! j n8~k0a!#F tn

hn~k0a!

k0a
1hn8~k0a!G

3H j n~k1a!

tnj n~k1a!1~k1a! j n8~k1a!

32
j n~k0a!

tnj n~k0a!1~k0a! j n8~k0a!J . ~A11!

From this last relation one may evaluate the constantTn

explicitly. After some term cancellations and lengthy alge-
braic steps involving repeated use of the Wronskian relation

12 i ~k0a!2hn8~k0a! j n~k0a!52 i ~k0a!2hn~k0a! j n8~k0a!,
~A12!

one ends up with

Tn5
~2 i !n11~2n11!@ tnj n~k1a!1~k1a! j n8~k1a!#

~k0a!2@ tnj n~k0a!1~k0a! j n8~k0a!#F j n~k1a!hn8~k0a!2
k1

k0
j n8~k1a!hn~k0a!G . ~A13!

The final step in this particular case is to realize that

f n~a!5Fnj n~k1a!5(
l 51

`

Bnl j n~gnl!

5Tna3@ tnj n~k0a!1~k0a! j n8~k0a!#

3(
l 51

` j n
2~gnl!

Nnl@gnl
2 2~k1a!2#

, ~A14!

whereBnl was substituted from~A5!. The sum can be ob-

tained from~A8!, in terms of j n(k1a), and one obtains

Fn5Tn

tnj n~k0a!1~k0a! j n8~k0a!

tnj n~k1a!1~k1a! j n8~k1a!
. ~A15!

SubstitutingTn from ~A13! we obtain forFn the exact value
given by separation of variables in~A1!.
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A boundary integral equation method using auxiliary interior
surface approach for acoustic radiation and scattering
in two dimensions

S. A. Yang
Department of Naval Architecture and Marine Engineering, National Cheng Kung University, Tainan,
Taiwan, Republic of China
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This paper presents an effective solution method for predicting acoustic radiation and scattering
fields in two dimensions. The difficulty of the fictitious characteristic frequency is overcome by
incorporating an auxiliary interior surface that satisfies certain boundary condition into the body
surface. This process gives rise to a set of uniquely solvable boundary integral equations.
Distributing monopoles with unknown strengths over the body and interior surfaces yields the
simple source formulation. The modified boundary integral equations are further transformed to
ordinary ones that contain nonsingular kernels only. This implementation allows direct application
of standard quadrature formulas over the entire integration domain; that is, the collocation points are
exactly the positions at which the integration points are located. Selecting the interior surface is an
easy task. Moreover, only a few corresponding interior nodal points are sufficient for the
computation. Numerical calculations consist of the acoustic radiation and scattering by acoustically
hard elliptic and rectangular cylinders. Comparisons with analytical solutions are made. Numerical
results demonstrate the efficiency and accuracy of the current solution method. ©2002 Acoustical
Society of America.@DOI: 10.1121/1.1504852#

PACS numbers: 43.20.Fn, 43.20.Tb@MO#

I. INTRODUCTION

The approach of boundary integral equation methods
~BIEMs! is well recognized in various exterior wave propa-
gation problems including acoustics, electromagnetism, and
the surface-wave–body interactions. The related mathemati-
cal function can be traced back to the eighteenth century. The
French mathematician Pierre-Simon de Laplace presented
the singular solution 1/R for 3D Laplace equation in 1782,
whereR is the distance of the source and field points. The
first numerical implementations of BIEMs date back to the
1960’s decade; pioneering works include those of Refs. 1–5.
The so-called boundary element methods~BEMs! are based
on the discretization of boundary integral equation formula-
tions; the notation BEM first appeared in the literature in
1978.6 The main characteristic of the methods lies in that it is
sufficient to discretize only the boundary surfaces where the
unknowns are localized. Through the intensive investigation
of several decades, the BIEMs/BEMs have nowadays be-
come an efficient alternative to domain-based methods such
as the finite-element and finite-difference methods.

The two main types of BIEMs are the indirect and direct
methods. The indirect methods distribute sources/sinks~or
high-order singularities such as dipoles, etc.! of adjustable
strengths over the entire boundary surfaces. This approach
results in a solution that is usually not of immediate physical
interest. The direct methods make use of the related primary
field variables, e.g., the surface acoustic pressure and the
surface normal velocity, for deriving the integral formula-
tion. Therefore, the direct integral representation results in a
solution that is more physically meaningful. Both ap-
proaches, however, introduce their own particular complica-

tions; for the detailed discussion see, for example, Refs. 7
and 8. Selecting the method to adopt encompasses issues of
problem dependence and, perhaps, personal-preference de-
pendence. For certain characteristic frequencies, it is known
that no solution of the simple source formulation exists in
general and that there is no unique solution of the surface
Helmholtz integral formulation. Nonexistence or nonunique-
ness is a purely mathematical problem arising from the
breakdown of boundary integral representation rather than
from the nature of the physical problem. Nonexistence nota-
bly arises from the fact that the related compatibility condi-
tion is not satisfied; the fulfillment of the compatibility con-
dition, however, leads to the nonuniqueness problem. The
reasoning is ascribed to the fact that the source function does
not have physical significance. Therefore, the compatibility
condition is not satisfied in general.9 Research in handling
these nonexistence and nonuniqueness difficulties occurring
in external wave propagation problems has been an active
topic for many years.

The two commonly used formulations of the direct
methods are due to Schenck9 and Burton and Miller.10

Schenck9 proposed a combined Helmholtz integral equation
formulation ~CHIEF! that added some additional Helmholtz
integral relations evaluated in the interior region. The result-
ing overdetermined system of equations could then be solved
by a least-squares technique. To insure uniqueness of the
solution at the characteristic frequencies, one needs at least
one good interior point that does not fall on any nodal sur-
face of the related interior problem. The selection of interior
points may become an issue as the wave frequency increases.
Thus, numerous modified versions of CHIEF have been put
forth for the purpose of effectively treating interior points.
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Seybert and Rengarajan11 provided an ‘‘interior point pres-
sure checking’’ procedure to detect the accuracy of the
CHIEF solution. The concept of adding more constraints for
each interior point was applied in Segalman and Lobitz’s
‘‘superCHIEF’’ method,12 Seybert and Wu’s ‘‘enhanced’’
CHIEF method,13 and Wu and Seybert’s ‘‘CHIEF-block’’
method.14 This implementation makes the proper selection of
interior points less critical, but increases the complexity of
computation.

Burton and Miller10 linearly combined the Helmholtz
integral equation with its normal derivative. Although Burton
and Miller’s method possesses a more rigorous mathematical
background than the CHIEF method, the hypersingularity
difficulty is known to largely hinder the numerical imple-
mentation of the composite equation. This fact accounts for
why the CHIEF method has been extensively used in engi-
neering applications nowadays. Burton and Miller10 pre-
sented a method of double-surface integrals that reduced the
order of the singularity. Such a formulation is inefficient in
computation due to the presence of double integrals. Meyer
et al.15 applied tangent operators and approximated the sur-
face variables as constant over flat triangular elements. On
the basis of the Hadamard16 finite-part interpretation, Krish-
nasamy et al.17 applied the Taylor series expansion and
Stokes’ integral theorem for the regularization. Liu and
Rizzo18 presented a weakly singular form of the hypersingu-
lar integral equations by employing a two-term Taylor series
subtraction from the density function. Certain integral iden-
tities for the static Green’s function were used to evaluate the
added-back terms. Chienet al.7 applied some identities aris-
ing in the integral equation related to an interior Laplace
problem so as to reduce the order of the kernel singularity.
Yang19 refined the process and attained integral equations
containing bounded kernels only. Both the acoustically hard
and soft scatterers were considered. The formulations are
advantageous in that they can be computed by directly using
standard quadrature formulas; that is, other specific tech-
niques, e.g., the polar coordinate transformation or the loga-
rithmic Gaussian quadrature, are not required. Yang20 ex-
pressed the unknown functions as a truncated Fourier–
Legendre series. Some weakly singular integrals and the
hypersingular integral could then be evaluated analytically.
This approach therefore greatly enhances the efficiency of
the numerical implementation.

Another direct method is the off-boundary
formulation.21–23 The approach takes the entire collocation
points interior to the boundary surface so as to avoid the
singularities in the Green’s function. Further applying Burton
and Miller’s method gets rid of the nonuniqueness difficulty.
Thus, this approach can also be referred to as the off-
boundary Burton and Miller’s method. The off-boundary for-
mulation is usually more costly to implement than, say, the
CHIEF owing to its complicated integrands.

An early indirect method due to Kupradze24 represented
the pressure in the external region in terms of a distribution
of monopoles on the radiating surface. Chen and
Schweikert25 numerically carried out the simple source
method for various radiation and scattering problems. Later,
the wave superposition methods,26–28 an off-boundary ap-

proach, were developed by placing monopoles interior to the
boundary surface. Further linearly combining monopoles and
dipoles circumvented the nonexistence difficulty associated
with the monopole distribution alone. Most of the implemen-
tations of this approach have employed a one-point integra-
tion scheme. The main deficiency of the wave superposition
methods~also the off-boundary methods! lies in the selection
of the inner surface, particularly when the boundary surface
has discontinuities. Milleret al.29 proposed some rules for
selecting the inner surface; however, the optimum inner sur-
face was determined by a process of trial and error.
Krutitskii30 developed a modified formulation that combined
Kupradze’s simple source method24 and the principle of
wave superposition without numerical implementation; that
is, monopoles were distributed on the radiation/scattering
body and inner surfaces.

In light of the above discussion, this paper aims to de-
velop an efficient and robust solution method for treating 2D
acoustic radiation and scattering problems. The various
shortcomings appearing in the prior literature, such as the
selection of the interior points of Schenck’s method, the hy-
persingularity of Burton and Miller’s method, and the selec-
tion of the interior surface of the wave superposition meth-
ods, should therefore be reduced to be a minimum. This
paper presents a modified boundary integral formulation
based on Krutitskii’s simple source approach. Section II in-
troduces the mathematical foundation of acoustic wave prob-
lems and Krutitskii’s integral formulation. Section III de-
scribes a regularization technique that transforms the
singular boundary integral equations to a form containing
bounded kernels only. Section IV examines the availability
and accuracy of the modified formulation. Numerical ex-
amples include the acoustic radiation and scattering by ellip-
tic and rectangular cylinders. Comparisons with analytical
solutions are made. Section V concludes this paper.

II. INTEGRAL EQUATION FORMULATION

Consider a radiation body with Kellogg regular surface31

]B immersed in an unbounded ideal homogeneous fluid. The
propagation of acoustic waves is described by the wave
equation

¹2f~r ,t !5
1

c2

]2f~r ,t !

]t2
, ~1!

where¹2 is the Laplacian operator in two dimensions,f is
the velocity potential that is twice continuously differentiable
at point r and time t, and c is the speed of sound in the
medium at the equilibrium state. For a steady-state excitation
with a time factor exp(2 ivt), Eq. ~1! reduces to the Helm-
holtz wave equation

~¹21k2!f50, ~2!

where i 5A21 is the imaginary unit,v is the angular fre-
quency, andk5v/c is the wave number. The excess acoustic
pressure can be written as

p52r0

]f

]t
5 ivr0f, ~3!
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wherer0 denotes the density of the fluid at the equilibrium
state. On the body surface]B, the velocity potentialf sat-
isfies the Neumann boundary condition

]f

]nr

5 f ~r !, ~4!

where]/]nr denotes differentiation along the outward nor-
mal direction atr P]B and f (r ) is a given function. The
velocity potentialf should also meet the Sommerfeld radia-
tion conditions at infinity

f5O~r 21/2!,
]f

]r
2 ikf5O~r 21/2!, ~5!

asr→`. The solution to the above boundary-value problem
exists and is unique; see, for example, Colton and Kress32 for
the details. The related integral equations, however, suffer
from either the nonuniqueness or the nonexistence problems,
as was mentioned in Sec. I. To remove this difficulty, we
introduce an additional surface]b interior to ]B with the
boundary condition

]f~r !

]nr

2 if~r !50, r P]b. ~6!

The surface]b is chosen in such a way that for anyk from
the set S@0,̀ ) the following interior Dirichlet problem
~bounded by]b):

~¹21k2!f50, ~28!

f~r !50, r P]b, ~7!

has only the trivial solution. Colton and Kress32 took ]b as a
simple closed curve with diameterd that satisfies the estima-
tion

d, lnS 11
1

2k0
2D , ~8!

where k0 is an arbitrary fixed positive number andk
P@0,k0#. A convenient selection for facilitating the numeri-
cal implementation is taking]b as a circle with radiusr *
that satisfies the estimation

r * ,2.4048/k0 , ~9!

where the value 2.4048 . . . denotes the smallest positive
zero of the Bessel functionJ0(k0r * ). Any solution to the
modified problem, i.e., Eqs.~2!, ~4!, ~5!, ~6!, and~8! @or ~9!#,
is also a solution to the original problem.30 Equation~6! is
notably an additional constant for the unknown functionf so
as to overcome the difficulty of the characteristic frequency.
The motivation of this approach is similar to that of the
CHIEF method that uses a related interior integral equation
as the constraint.

According to potential theory, the velocity potentialf
can be written in the form of the single layer potential on
]Bø]b as

f~p!5E
]Bø]b

s~q!Gk~p,q!dS~q!, ~10!

where the simple source functions is assumed to be Ho¨lder
continuous atpP]Bø]b, p(x,y) is the field point, and
q(x8,y8) is the source point. The free-space Green’s function
Gk for the Helmholtz equation in 2D can be expressed as

Gk~p,q!5
i

4
H0

~1!~kR!, ~11!

whereH0
(1)(kR) denotes the Hankel function of the first kind

and order zero, andR denotes the distance between the field
point p and the source pointq. By substituting Eq.~10! into
boundary condition~4! and constraint~6!, we obtain, from
potential theory

2
1

2
s~p!1E

]Bø]b
s~q!

]Gk

]np

dS~q!5 f ~p!, pP]B, ~12!

2
1

2
s~p!1E

]Bø]b
s~q!S ]

]np

2 i D GkdS~q!50, pP]b.

~13!

These are boundary integral equations of the second kind
involving unknown source strengths. Combining Eqs.~12!
and~13! gives rise to unique solutions for all wave frequen-
cies; see Krutitskii30 for the detailed mathematical descrip-
tion.

According to the previous presentation, the velocity po-
tential f for the scattering problems can be written as

f~p!5E
]Bø]b

s~q!Gk~p,q!dS~q!1f inc~p!, ~14!

wheref inc denotes the incident velocity potential. The two
related boundary integral equations are

2
1

2
s~p!1E

]Bø]b
s~q!

]Gk

]np

dS~q!1
]f inc~p!

]np

50,

pP]B, ~15!

2
1

2
s~p!1E

]Bø]b
s~q!S ]

]np

2 i D GkdS~q!1
]f inc~p!

]np

2 if inc~p!50, pP]b, ~16!

where we have assumedf (p)50, i.e., an acoustically hard
case. Equations~10! and ~12!–~16! notably contain singular
kernels. Section III presents a method for removing these
singularities so as to enhance the efficiency of the numerical
implementation.

III. ORDINARY INTEGRAL EQUATION FORMULATION

Equation ~12! can be rewritten by applying the
subtraction–addition technique as follows:
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2
1

2
s1~p!1E

]B
s1~q!S ]Gk

]np

2
]G

]nq
D dS~q!

1E
]B

~s1~q!2s1~p!!
]G

]nq

dS~q!1s1~p!E
]B

]G

]nq

dS~q!

1E
]b

s2~q!
]Gk

]np

dS~q!5 f ~p!, pP]B, ~17!

wheres1 is the source function on the body surface]B and
s2 is the source function on the auxiliary inner surface]b.
The free-space Green’s functionG(p,q) for the 2D Laplace
equation can be expressed as

G~p,q!52
1

2p
ln R. ~18!

Further substituting the Gauss flux theorem31

E
]B

]G~p,q!

]nq

dS~q!52
1

2
, pP]B, ~19!

into Eq. ~17! yields

2s1~p!1E
]B

s1~q!S ]Gk

]np

2
]G

]nq
D dS~q!1E

]B
~s1~q!

2s1~p!!
]G

]nq

dS~q!1E
]b

s2~q!
]Gk

]np

dS~q!

5 f ~p!, pP]B. ~20!

The preceding integral equation notably contains bounded
integration functions only. We observe that the first integrand
can be set equal to zero asp→q; in the second integral, we
have

lim
p→q

]G

]nq

52
k~q!

4p
, ~21!

wherek(q) denotes the boundary curvature at pointp5q;33

the integration function in the third integral is obviously
bounded sincepÞq.

Equation~13! can be rewritten as

2
s2~p!

2
1E

]B
s1~q!S ]

]np

2 i D GkdS~q!1E
]b

s2~q!

3S ]Gk

]np

2
]G

]nq
D dS~q!1E

]b
~s2~q!2s2~p!!

3
]G

]nq

dS~q!1s2~p!E
]b

]G

]nq

dS~q!2 i E
]b

s2~q!

3~Gk2G!dS~q!2 i E
]b

~s2~q!2s2~p!!GdS~q!

2 is2~p!E
]b

GdS~q!50, pP]b. ~22!

For convenience, as was discussed in Sec. II, choosing the
interior surface]b as a circle with radiusr * results in

E
]b

G dS~q!52r * ln r * . ~23!

Substituting Eq.~23! and the Gauss flux theorem~19! into
Eq. ~22! leads to

2s2~p!1E
]B

s1~q!S ]

]np

2 i D Gk dS~q!1E
]b

s2~q!

3S ]Gk

]np

2
]G

]nq
D dS~q!1E

]b
~s2~q!2s2~p!!

3
]G

]nq

dS~q!2 i E
]b

s2~q!~Gk2G!dS~q!2 i E
]b

~s2~q!

2s2~p!!GdS~q!1 is2~p!r * ln r * 50, pP]b. ~24!

The first integral in the preceding equation is regular since
pÞq; the second, third, and fifth integrands can be set equal
to zero asp→q; in the fourth integral, Yang19 obtained

lim
p→q

~Gk2G!52
1

2p S g1 ln
k

2D1
i

4
, ~25!

whereg is the Euler’s constant that is given by

g5 lim
n→`

S (
m51

n
1
m2 ln nD 50.577 215 . . . .34

Equation ~24! is therefore an ordinary integral equation.
Equations~20! and ~24! are conducive to numerical imple-
mentation for the unknown source functionss1 on ]B and
s2 on ]b because they contain completely singularity-free
integrals; that is, the standard quadrature rules can be directly
applied for the computation without other specific tech-
niques.

The velocity potentialf in the acoustic field can now be
calculated from Eq.~10! once the density functionss1 and
s2 are given. Forf on the body surface]B, the nonsingular
form of Eq. ~10! can be written as

f~p!5E
]B

s1~q!~Gk2G!dS~q!1E
]B

Fs1~q!

2s1~p!
s* ~q!

s* ~p!
GG dS~q!2

s1~p!

s* ~p!
Fe

1E
]b

s2~q!Gk dS~q!, pP]B, ~26!

wheres* denotes a source distribution on]B and makes the
surface an equipotential of potentialFe that is defined by

Fe52E
]B

s* ~q!G dS~q!. ~27!

The first integrand in Eq.~26! is bounded by observing the
relationship~25!; the second integrand is bounded since its
value can be set equal to zero asp→q; the last integral is
regular sincepÞq. Equation~27! notably contains a loga-
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rithmic type of singularity asp(x,y)→q(x8,y8). Observe
that Fe remains constant in the interior domain of an equi-
potential surface; its value can then be computed by locating
the field pointp inside the boundary surface]B. For conve-
nience, locating the field pointp at the origin ~inside the
boundary surface!, we then haveR25(x2x8)21(y2y8)2

5x821y82. This process leads to a regular integral

Fe5
1

2pE]B
s8~q!ln~x821y82!1/2dS~q!. ~28!

The preceding equation produces a unique solutions* for
any given constantFe , with one exception that the boundary
]B is aG-contour.31 For instance, for a circle of radiusa, Eq.
~28! gives

Fe5as* ln a. ~29!

The functions* has no finite value according to Eq.~29! if
a51; Petrovsky35 first observed this feature of the unit
circle. This difficulty, however, can be averted by scaling. An
alternative means of findings* is using the fact that the
velocity inside an equipotential body vanishes; this yields the
following integral equation:

s* ~p!522E
]B

s* ~q!
]G

]np

dS~q!, pP]B. ~30!

The singular kernel can be removed by rewriting this equa-
tion as follows:

s* ~p!522E
]B

Fs* ~q!
]G

]np

2s* ~p!
]G

]nq
GdS~q!

22s* ~p!E
]B

]G

]nq

dS~q!, pP]B. ~31!

Further applying the Gauss flux theorem~19! leads to

05E
]B

Fs* ~q!
]G

]np

2s* ~p!
]G

]nq
GdS~q!, pP]B.

~32!

The solution to Eq.~32! is not unique and requires specifying
a given value ofs* at any fixed point on the surface so as to
make the solution unique. Note that it does not matter which
solution to Eq.~32! is selected. For instance, by applying the
iteration method, we have

sm11* ~p!5sm* ~p!1E
]B
S sm* ~q!

]G

]np

2sm* ~p!
]G

]nq
D dS~q!, pP]B, ~33!

where the subscriptm refers to themth iteration. The equi-
potentialFe can be obtained via Eq.~28! after solvings*
from Eq. ~33!. Substitutings* andFe into Eq. ~26! solves
the surface functionf by directly evaluating regular
integrals.

The corresponding singularity-free integral equations for
the scattering problems can be obtained straightforwardly ac-
cording to the previous presentation; further outlining them
is therefore not necessary.

IV. NUMERICAL EXAMPLES

A. Application to radiation

Consider a radiating elliptic cylinder with the ratio of
semimajor to semiminor axisa:b51:0.5 ~Fig. 1!. The Car-
tesian coordinatesx andy are related to the elliptic-cylinder
coordinatesh andu by

x5 f coshh cosu, y5 f sinh h sin u, ~34!

where f 5(a22b2)1/2, a5 f coshh0 , b5 f sinh h0 , 0<h
,`, and 0<u,2p. For convenience, a point source of unit
strength was placed at the center of the elliptic cylinder so as

FIG. 1. Amplitude of surface function for a radiating elliptic cylinder of
a/b52/1 with normalized wave number~a! ka51 and~b! ka53.7771@—:
exact solution;s: the present method, andr * /a50.1 wherer * is the radius
of the auxiliary interior circle;n: the classical simple source method#.
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to simulate this radiation problem. The acoustic pressure and
the velocity at the body surface were then explicitly deter-
mined; this velocity was used as the known boundary condi-
tion. We further placed a circle of radiusr * 50.1a, i.e., the
auxiliary interior surface, at the center of the elliptic cylinder.
The 60- and 5-point Gauss–Legendre quadrature formulas
were applied along the body surface and the inner circle,
respectively, for evaluating integrals in Eqs.~20! and ~24!.
The source functionss1 and s2 were then calculated from
the resulting system of linear algebraic equations that was
solved in terms of the LU decomposition method. Equation
~26! finally evaluated the surface functionf after solvings*
from Eq. ~33!. Note in passing that the source functions*
and the related equipotentialFe were derived in terms of
certain properties of potential theory and therefore depend on
the body shape only; that is,s* andFe are independent of
the wave frequencies and the boundary conditions of a given
acoustical problem. For comparison, both the classical
simple source method, i.e., distributing point sources over
the body surface, and the current approach were tested. Fig-
ure 1 plots the computed amplitudes of the surface function
f for the cases of the normalized wave numberka51 and
3.7771 where the value 3.7771 . . . is acharacteristic number
of the problem and corresponds to a root of the modified
Mathieu function of the first kind and order zero. Figure 1
indicates that the numerical result of the current approach
correlates well with the exact solution. Using the classical
simple source formulation fails to predict the surface func-
tion for ka53.7771, as Fig. 1~b! shows. Figure 2 plots the
corresponding relative error«, defined by u~computed
result—exact solution!/maximum of exact solution on the
surfaceu, of Fig. 1 so as to clearly examine the numerical
accuracy. The case ofr * /a50.2 with five collocation points
is also included in this figure. Figure 2 indicates that the
relative error of the current approach is less than 231024 for
ka51 and 431023 for ka53.7771. The accuracy of the
current approach is notably comparable to that of the classi-
cal simple source method, as Fig. 2~a! shows.

Consider next a radiating rectangular cylinder witha:b
51:2 ~Fig. 3!. Placing a point source of unit strength at the
center again simulated this radiation problem. The 40- and
20-point Gauss–Legendre quadrature formulas were applied
along the long and short sides, respectively. The 5-point
quadrature formula was applied along a circle of radius
r * /a50.1, i.e., the auxiliary interior surface, which was lo-
cated at the center of the rectangular cylinder. The numerical
procedures resembled that of the previous case. In particular,
for a straight segment]B of length l, we have

E
0

l

s1~q!
]Gk~p,q!

]np

dS~q!50, p,qP]B, ~35!

that is useful for evaluating Eq.~12!; also, for a pointx at the
locationh, we have31

E
0

l

lnux2judj5h~ ln h21!1k~ ln k21!,

h1k5 l , x,jP]B, ~36!

that is useful for evaluatingf by expressing Eq.~10! in the
form

f~p!5E
]B

s1~q!~Gk2G!dS~q!1E
]B

~s1~q!2s1~p!!

3G dS~q!1s1~p!E
]B

G dS~q!

1E
]b

s2~q!Gk dS~q!. ~37!

Note that evaluating the equipotentialFe and the related
source strengths* is not necessary for this case. Figure 3
plots the computed amplitudes of the surface functionf for
the cases ofka51 and 1.7562 where the value 1.7562 . . . is
one of the characteristic numbers given by36

FIG. 2. Relative error« of computed amplitude of surface function in Fig. 1
@—: the present method andr * /a50.1; ---: the present method andr * /a
50.2; ••• : the classical simple source method#.
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knm
2 5S np

2a D 2

1S mp

2b D 2

, n,m50,1,2, . . . . ~38!

Figure 3 indicates that the numerical result agrees well with
the exact solution. A remarkable discrepancy occurs when
applying the classical simple source method atka51.7562,
as Fig. 3~b! shows. The surface functionf notably remains
finite at the corners. Figure 4 examines the corresponding
relative error« of Fig. 3. Both numerical methods have the
same degree of accuracy atka51, as Fig. 4~a! shows. The
relative error of the current approach is less than 1024 for
ka51 and 631024 for ka51.7562. The case ofr * /a
50.2 with five collocation points is also included in Fig. 4.
The great accuracy implies that the selection of the inner
surface is not critical for bodies with corners, when com-

pared with the off-boundary approach including the off-
boundary methods and the wave superposition methods.

B. Application to scattering

Consider a 1:0.5 acoustically hard elliptic cylinder ex-
posed to a plane wave of unit amplitude at broadside inci-
dence~Fig. 5!. The discretization system and the numerical
procedures resembled that of the previous radiation case.
Figure 5 plots the computed amplitudes of the surface func-
tion f for ka51 and 3.7771. The corresponding exact solu-
tion of the surface function is also plotted, and can be written
as37

FIG. 3. Amplitude of surface function for a radiating rectangular cylinder of
a/b51/2 with normalized wave number~a! ka51 and~b! ka51.7562@—:
exact solution;s: the present method, andr * /a50.1; n: the classical
simple source method#.

FIG. 4. Relative error« of computed amplitude of surface function in Fig. 3
@—: the present method andr * /a50.1; ---: the present method andr * /a
50.2; ••• : the classical simple source method#.
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f5A 8p

j0
221

(
m50

`

~21!m

3F iSe2m~y,0!

N2m
~e!

1

~]/]j0!Re2m
~3!~y,j0!

Se2m~y,t!

1
So2m11~y,0!

N2m11
~o!

1

~]/]j0!Ro2m11
~3! ~y,j0!

So2m11~y,t!G ,

~39!

where j05coshh0 , y5k f , t5cosu, Se and So are the
Mathieu even and odd angular functions, respectively,Re(3)

andRo(3) are the Mathieu even and odd radial functions of
the third kind, respectively, andNi

(e) andNi
(o) are defined by

the following orthogonal relations:

E
0

2p

Sei~y,cosu!Sej~y,cosu!du5H 0, for iÞ j ,

Ni
~e! , for i 5 j ,

~40!

E
0

2p

Soi~y,cosu!Soj~y,cosu!du5H 0, for iÞ j ,

Ni
~o! , for i 5 j ,

~41!

and

E
0

2p

Sei~y,cosu!Soj~y,cosu!du50, ~42!

the last fori 5 j as well asiÞ j ; see Stratton38 for definitions
and further information of Mathieu functions. Figure 5 indi-
cates that the current approach successfully predicts the
acoustic scattering field and the classical simple source
method breaks down at the characteristic numberka
53.7771. Figure 6 plots the relative error of Fig. 5. Both
numerical methods have the same degree of accuracy for

FIG. 5. Amplitude of surface function for a hard elliptic cylinder ofa/b
52/1 exposed to a plane wave with normalized wave number~a! ka51 and
~b! ka53.7771 @—: exact solution;s: the present method, andr * /a
50.1; n: the classical simple source method#.

FIG. 6. Relative error« of computed amplitude of surface function in Fig. 5
@—: the present method andr * /a50.1; ---: the present method andr * /a
50.2; ••• : the classical simple source method#.
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ka51, as Fig. 6~a! shows. The case ofr * /a50.2 with five
collocation points was also calculated. The relative error of
the current approach is less than 1024 for ka51 and 2
31023 for ka53.7771. Figure 6 indicates that both cases of
r * /a50.1 and 0.2 in general have the same degree of accu-
racy.

Consider finally an acoustically hard square cylinder ex-
posed to a plane wave with unit amplitude directed along the
positive x axis ~Fig. 7!. We applied the 20-point Gauss–
Legendre quadrature formula along each side of the square
cylinder, the 5-point quadrature along the interior circle of
radiusr * /a50.1, and the same numerical procedures as that
in the previous radiation case. Figure 7 depicts the variation
of the surface functionufu for ka51 and 2.2214 where the
value 2.2214 . . . corresponds to a characteristic number of
this problem. Figure 7~a! also plots Mei and Van Bladel’s2

numerical result for scattering by a perfectly conducting
square cylinder. For analytical treatments of the perfectly and
nonperfectly conducting rectangular cylinders we refer the
reader to Refs. 39 and 40; however, numerically evaluating
these solutions requires special techniques. Figure 7~a! indi-
cates that the numerical result of the current approach corre-
lates well with that of Mei and Van Bladel.2 The simple
source method fails at the characteristic numberka
52.2214, as to be expected. Observe again the continuity of
the surface functionf at the corners. The satisfactory pre-
diction for the scattering problems implies that the selection
of the inner surface is also not critical for bodies with cor-
ners.

V. CONCLUSIONS

This paper has derived the singularity-free boundary in-
tegral formulation based on the auxiliary inner surface tech-
nique for investigating the acoustic scattering and radiation
in two dimensions. The modified formulation is expressed in
a form of distributing monopole functions on the whole
boundary. Test examples include the cases of the elliptic and
rectangular cylinders. Numerical calculations, with a careful
examination of the accuracy, confirm the availability and ef-
ficiency of the modified formulation. We summarize other
specific features of the current approach below.

~a! The singularity-free formulation allows the direct ap-
plication of the standard quadrature rule over the entire
integration domain; that is, the collocation points are
exactly the positions at which the integration points are
located. In the standard boundary element methods
~BEMs!, the integration points are usually much more
than the collocation points at which the unknown func-
tion is evaluated, except using one-point quadrature for
each element. This fact implies that the current ap-
proach is highly efficient since the establishment of the
matrix is more economic in terms of the computer
time. See Yang41 for the detailed comparison on the
efficiency of the two methods when treating potential
flow problems. In this case, the CPU time of the cur-
rent approach is about one half of that of the flat-
element constant-source boundary element method
when using 50 collocation points.

~b! The singularity-free formulation allows the element-
free discretization of the boundary surfaces; that is,
giving only boundary nodal data is sufficient for the
computation, as was done in Sec. IV. For the arbitrarily
shaped bodies, we can transform the integral equation
formulation into a parametric form that provides nec-
essary information of the nodal points; see Yang19 for
the detailed description and the related numerical
implementation. In the BEMs, the boundary surfaces
should be divided into small elements~planar or
curved, etc.! with certain approximations on the density
functions ~constant or linearly varying strength, etc.!.
Such approximations are known to be the main source
of numerical error in the BEMs; see, for example, Katz
and Plotkin42 for the history of the development from

FIG. 7. Amplitude of surface function for a hard square cylinder, i.e.,a/b
51, exposed to a plane wave with normalized wave number~a! ka51 and
~b! ka52.2214@—: the present method andr * /a50.1; s: Mei and Van
Bladel’s numerical result;n: the classical simple source method#.
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low- to high-order versions for dealing with the related
approximations. This observation implies that the cur-
rent approach is highly accurate.

~c! The current approach avoids the evaluation of the hy-
persingular integrals arising in Burton and Miller’s
method. Treating the hypersingular integrals requires
special techniques that involve different degrees of
complexity in computation. Burton and Miller’s
method overcomes the fictitious characteristic fre-
quency problem, but usually reduces the degree of ac-
curacy of the solution as well; see, for example, Yang20

for the details. This is a result arising from evaluating
the double-normal derivative of the Green’s function.
Controlling the accuracy of high-order derivatives of a
function is known to be more difficult than that of low-
order derivatives. Section IV demonstrates that the cur-
rent approach and the standard simple source method
have in general the same degree of accuracy. This im-
plies that the current approach can uniformly control
the accuracy of the solution over a frequency range
including the characteristic frequencies. This feature is
of practical usefulness in engineering applications. An-
other drawback of Burton and Miller’s method lies in
imposing a more stringent smoothness requirement on
the density function. This requirement may give rise to
a serious problem in computation; see, for example,
Liu and Rizzo18 for the detailed description. The pro-
posed formulation avoids such a difficulty. The current
approach therefore provides a significant improvement
over Burton and Miller’s method.

~d! The auxiliary inner surface can be taken to be as small
as possible such that placing only a few nodal points on
it is sufficient for the computation. These nodal points
are used to modify the singular matrices arising from
the nonexistence problem. Previous experience in de-
termining the ‘‘good’’ inner points is not required.
Thus, selecting the effective inner points of the current
approach is much easier than that of the CHIEF
method. Note also that Benthien and Schenck8 com-
pared numerous commonly used methods and con-
cluded that the CHIEF method, using one-point
quadrature, is still a viable and highly efficient ap-
proach. The proposed formulation can also achieve the
same level of the numerical efficiency by observing
that both methods involve at most the first derivative of
the Green’s function.

~e! The numerical accuracy of the wave superposition
methods is known to be sensitive to the location of the
inner surface, particularly when the body surface has
discontinuities. The selection of the inner surface of the
current approach is easier than that of the wave super-
position methods. We observe that the modified formu-
lation evaluates the unknown function exactly on the
body surface and the unknown on the inner surface is
only used to modify the singular matrices. Thus, the
solution to the modified formulation does not depend
on the location of the inner surface. In the wave super-
position methods, the collocation points are taken to lie
on the inner surface so as to avoid the singular kernels.

The satisfaction of the boundary conditions on the
body surface then yields the associated integral equa-
tion. The surface solution is therefore evaluated indi-
rectly from the calculated data on the inner surface.
Such a procedure gives rise to the difficulty of effec-
tively selecting the optimum inner surface. Moreover,
the Burton–Miller-type of the wave superposition
methods contains the double-normal derivative of the
Green’s function. Evaluating such a complicated inte-
grand is time consuming and may reduce the degree of
accuracy, as was discussed in~c!.

According to the above discussion, the current approach
provides a promising alternative for the related acoustic
wave problems. Extension to 3D problems is conceptually
straightforward by applying Yang’s regularization
technique.43 In many circumstances, especially in industrial
applications, the BEMs are known to be almost inevitable.
Incorporating parts of the current approach into the BEMs is
technically possible and thus merits attention.
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Meridional ray backscattering enhancements for empty
truncated tilted cylindrical shells: Measurements, ray model,
and effects of a mode threshold

Scot F. Morsea) and Philip L. Marston
Department of Physics, Washington State University, Pullman, Washington 99164-2814
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Narrow-band backscattering experiments are used to characterize a meridional ray enhancement on
a tilted, finite empty cylindrical shell having a blunt truncation. The meridional ray of the lowest
order flexural leaky Lamb wave is examined, which has previously been shown to lead to large
backscattering enhancements for excitation frequencies near and above the shell’s coincidence
frequency. The measurements are used to validate a convolution formulation ray theory describing
the far-field backscattered amplitudes. Comparisons are also made with an approximate partial wave
series solution for the finite cylindrical shell. The amplitude of the meridional ray enhancement is
dependent on the nature of the reflection of the leaky wave from the shell truncation. While the peak
measured amplitude agrees with predictions at low frequencies, experiments indicate the
enhancement is degraded at high frequencies and exhibits an abrupt drop near the frequency of the
mode threshold~cutoff! for the next-highest flexural mode. The nature of the leaky wave end
reflection is examined using an approximate calculation of the energy reflection coefficient for leaky
waves on a semi-infinite free plate. Results suggest the observed degradation is the result of mode
conversion effects. ©2002 Acoustical Society of America.@DOI: 10.1121/1.1504470#

PACS numbers: 43.20.Fn, 43.40.Fz, 43.35.Pt@LLT #

I. INTRODUCTION

Previous experiments have shown that an enhancement
in the backscattering by submerged, finite thick-walled cy-
lindrical shells occurs at large tilt angles over a broad range
of frequencies.1–4 This enhancement has been attributed to
the excitation of the lowest-order flexural type Lamb wave,
called thea0 mode, along the meridian of the cylinder. Fig-
ure 1 describes the general ray path which contributes most
significantly to the far-field backscattering.

Due to the high frequencies examined and the thick-
walled nature of the shell considered here~fractional thick-
ness of 7.6%!, existing thin-shell theories for membrane
wave propagation5,6 or scattering responses7–9 are not di-
rectly applicable. In an earlier paper1 an approximate partial
wave series~PWS! solution that included three-dimensional
linear elasticity was presented to calculate the far-field back-
scattering amplitude. The theory compared well with experi-
ments for frequencies belowka'32. Extending the PWS
theory to higher frequencies is complicated since its imple-
mentation involves a relatively inefficient algorithm~more so
than other PWS solutions! and is prone to difficulties in com-
puting special functions at high frequencies. A more signifi-
cant limitation of the PWS solution was demonstrated in
higher-frequency measurements where the experimental re-
sults differed greatly from the PWS solution in a region
where the meridional ray enhancement associated with the
a0 leaky lamb wave is affected by the proximity of the
threshold for the propagation of thea1 Lamb wave.3 An
understanding of the high-frequency response of tilted

bluntly truncated cylinders is important for interpreting high-
resolution sonar signatures.10,11

A ray formulation not inherently susceptible to these
problems was developed by Marston for generalized surface
waves on weakly curved elastic surfaces.12 This ray theory
has been successfully applied to the meridional ray enhance-
ment in cases where exact solutions are known: infinite
cylinders12 and infinite cylindrical shells.2 Recently, it was
shown to agree well with the Rayleigh wave meridional en-
hancement on finite solid cylinders.13

In this paper the meridional ray enhancement for flex-
ural waves on a finite cylindrical shell is examined in
narrow-band backscattering experiments. The backscattering
is examined in detail in Secs. II and III as the tilt angle of the
shell is changed and as a function of frequency. The results
are compared with the approximate PWS solution and with
Marston’s ray theory. An overview of the ray theory and
limitations of the PWS solution are addressed in Sec. IV. It is
found that an understanding of the nature of the reflection of
the leaky wave from the shell truncation is important in un-
derstanding the observed meridional ray response. To ad-
dress this, the behavior of leaky wave reflection from a trun-
cation is discussed in Sec. V. An approximate calculation of
the reflection coefficient for a leaky wave traveling on a flat
plate is employed to qualitatively explain the observed scat-
tering response.

II. NARROW-BAND BACKSCATTERING EXPERIMENT

Narrow-band backscattering experiments were per-
formed in a cylindrical redwood water tank using a mono-
static scattering setup. The finite cylindrical shell was sus-
pended from a computer-controlled rotation stage by fine

a!Now with Division of Computer Science, Western Oregon University,
Monmouth, OR 97361.
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polyethylene line attached to Plexiglas endcaps. A diagram
of the endcaps is shown in Fig. 1. A single rubber O-ring at
each end was used to form a water-tight seal and to form an
end boundary condition compliant compared to a fixed or
welded endcap. The bulk and shear moduli of the O-rings are
very much less than the corresponding moduli of steel. Care
was taken to minimize the contact area between the Plexi-
glass and the end of the shell. The majority of contact area
was maintained by the rubber O-rings. The shell used was
constructed from type 304 stainless steel and had an outer
radius of a519.05 mm, thickness to radius ratio ofh/a
50.076, and a length ofL522.86 cm (L/a512). This is the
same shell examined in Refs. 1, 2, and 4. The shell was
suspended approximately 2.3 m from the source—a 1-in.
diam immersion type transducer having a resonance near 750
kHz. This source was operated in transmit/receive sequence
using a Ritec™ Clamped Diplexer~model RCDS-2A! with a
simple square envelope tone burst having 20 to 40 cycles of
a selected frequency.

The meridional ray enhancement of thea0 mode has
been shown to be well isolated from other scattering features
in the time domain.4 It is found near the timing of the scat-
tering by the closest rear corner of the cylinder~i.e., the
timing of a signal propagating through the water to the clos-
est portion of the far truncation of the cylinder and back to
the receiver!. Near the leaky wave coupling angle for a given
frequency, the backscattered signal displays a simple en-
hancement feature which builds to steady state and decays
quickly after the tone burst. An example is shown in Fig.
2~a!. A measurement of the amplitude of the enhancement
can be made over the apparent steady-state region. During
the experiments the entire meridional ray enhancement was
located and the signal averaged on a digital oscilloscope be-
fore being downloaded to the computer. The envelope of this
signal was then found using the Hilbert transform. The
steady-state region was identified manually and windowed;
the overall enhancement level was then found by averaging
the envelope inside this window. In some cases it was nec-
essary to increase the number of cycles in the incident tone

burst in order to obtain a satisfactory steady-state region.
The overall amplitude of the scattering response was

calibrated relative to the specular reflection from a reference
sphere. To obtain the normalization a solid stainless-steel
sphere~type 440, radius534.93 mm! was placed at approxi-
mately the same location as the center of the cylinder and a
measurement made at the same frequency, driving voltage
and water temperature as the cylinder measurements. The
steady-state portion of the specular reflection was isolated
and measured as discussed above. With knowledge of this
amplitude and the amplitude found for scattering by the cyl-
inder, as well as the distances from the source to the cylinder
and the sphere and their radii, the backscattering form func-
tion may be found in a straightforward manner.13 The proce-
dure outlined in Ref. 13 was followed also to take into ac-
count, in an approximate way, the elastic properties of the
reference sphere. After calibration, a form function of unity
corresponds to the geometrically calculated amplitude of the
specular reflection from a perfectly rigid, immovable sphere
having the same radius as the cylinder. The time record in

FIG. 1. Ray diagram for a meridional leaky ray backscattering enhancement
on a truncated cylindrical shell, and sectional view of the endcaps used in
the experiment. The meridional leaky ray which contributes to the far-field
backscattering experiment is launched very near the far truncation along the
cylinder’s meridian. The ray also detaches from the shell close to the end.

FIG. 2. ~a! Measured backscattering pressure response after calibration from
the finite cylindrical shell at the peaka0 meridional ray amplitude for a
20-cycle tone burst with center frequency of 400 kHz (ka532.3, g548.0
deg!. ~b! Synthesized time series for the same shell and tone burst derived
from an approximate partial wave series solution. In the numerical solution
the meridional ray peak occurs at 49.08 deg. The pressure amplitude is
relative to the far-field scattered pressure amplitude of the specular reflection
from a rigid sphere having the same radius as the cylindrical shell. No free
parameters were used in the normalization. The time scale is zero referenced
to the specular reflection from the cylinder at broadside incidence.
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Fig. 2~a! shows the experimental scattered pressure after
calibration.

There is one other detail of the experiment important to
note. In a similar experiment examining the meridional en-
hancement for Rayleigh waves on a truncated solid cylinder,
Gipson13 noted an angular shift in the measured meridional
peak relative to that expected from ray theory. This was at-
tributed to the finite source-to-target distance and the associ-
ated changes in leaky wave coupling conditions. For a finite
separation distance the tilt angle of the cylinder does not
exactly equal the angle of incidence of a ray intersecting the
surface of the cylinder near its truncation. A correction be-
tween tilt angle and launching angle was needed. The present
experiment was arranged in such a way as to eliminate the
need for an angular correction. Figure 3 notes this change.

The source/receiver was translated laterally to such a point
that it approximately lined up with the closest rear center of
the truncation. For this setup, as long as the meridional ray is
launched very near the truncation the leaky wave coupling
angle will be nearly equal to the cylinder tilt angle regardless
of the finite separation distance. The separation distanceRcyl

was used in the calibration.

III. CHARACTERIZATION OF THE MERIDIONAL RAY
ENHANCEMENT: VARIABLE INCIDENCE
ANGLES AND FREQUENCY DEPENDENCE

Previous broadband backscattering experiments1,2,4 cov-
ering frequencies up to 500 kHz (ka540) have shown that
this meridional ray enhancement of thea0 mode is a rela-
tively simple peak in the backscattering, originating at near
end-on incidence at the coincidence frequency~here, f
'190 kHz,ka;16) and curving smoothly toward lower tilt
angles as the frequency is increased. The broadband mea-
surements lacked calibration and were not carried out with
sufficient resolution, in either frequency or tilt angle do-
mains, to characterize the fine details of the enhancement or
compare with ray theory or numerical calculations.

The narrow-band measurements detailed in Sec. II are
well suited for this purpose. For selected frequencies the
scattering response was measured and normalized over a nar-
row range of angles centered about the enhancement peak.
Figure 4 shows these measurements for six frequencies. The
experimental values are the empty circles. Also shown are
the results of the ray theory~solid line! and an approximate
partial wave series~PWS! solution, which are discussed in
Sec. IV. Both the ray theory and the PWS solution predict the
location and general shape of the enhancement. There re-
mains an angular offset which is most noticeable at low fre-
quencies, however. The cause of this offset was not deter-
mined, although it should be noted from an examination of
Fig. 5~b! that the offset is small in comparison with the an-
gular range over which the peak evolves. The ray and PWS
solutions agree well, similar to the agreement of the same ray
theory and the exact PWS solution for an infinite cylindrical

FIG. 3. Geometry of the experimental scattering setup. Notice the source/
receiver has been translated horizontally to be in line with the closest rear
corner of the cylinder. This is in attempt to eliminate the need for an angular
correction which necessarily results from the finite source-to-target distance.

FIG. 4. Backscattering form function
magnitude for the meridional ray en-
hancement of thea0 mode as a func-
tion of cylinder tilt angle for a number
of frequencies. Open circles are ex-
perimental values obtained with tone-
burst measurements; the continuous
lines are the result of the ray formula-
tion ~Ref. 14!; and the dashed lines are
calculated using the approximate par-
tial wave series solution. Both the ray
theory and PWS calculations are
shown for a leaky wave end-reflection
coefficient uBu51. On this amplitude
scale the backscattering form function
for a rigid sphere having the same ra-
dius as the cylinder hasu f u51.
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shell.2 The amplitude of the enhancement is comparable with
the ray and PWS solutions below 400 kHz; however, as the
frequency increases the amplitude predicted by theory in-
creases steadily while the measured enhancement appears to
remain near a value ofu f u'6.

To address this behavior additional measurements of just
the peak enhancement amplitude were made at higher fre-
quencies. The solid circles in Fig. 5~a! show the peak en-
hancement amplitude as a function of frequency up to 1.350
MHz. These values are taken from either the maximum value
found in an automated angle scan~as in Fig. 4! or from a
single scattering measurement found by manually optimizing
the scattering response. In the latter case either the frequency
was manually scanned~at low frequencies! or the tilt angle
was manually scanned~at high frequencies! or both to local-
ize the maximum in the scattering response. The tilt angle for
the maximum response is shown as the solid circles in Fig.
5~b!. Also shown in each of these figures are the amplitudes
and locations predicted by the ray theory under several ap-
proximations as noted in Sec. IV.

The limit of increasing enhancement amplitude as seen
in Fig. 4 can now be seen as part of a more general roll-off
which continues to near 1 MHz. Near this frequency the
amplitude decreases rapidly and then recovers slightly at the

highest frequency shown. It should be noted that, for the
three lowest amplitude data points~1.150, 1.200, and 1.250
MHz!, there was difficulty obtaining an appropriate steady-
state region over which to evaluate the scattering amplitude.
These three points should therefore be considered upper
bounds of the scattering response.

Before discussing the likely cause of these features and
the comparisons with theory, some details of the ray theory
and the approximate PWS solution should be presented. Al-
though presented elsewhere12,13 ~with applications to solid
rods!, the following section provides an overview relevant to
the present application to shells.

IV. MERIDIONAL RAY AMPLITUDES FROM RAY AND
APPROXIMATE PARTIAL WAVE SERIES
ANALYSES

The ray theory used in Figs. 4 and 5 is an extension of a
convolution formulation ray theory valid for evaluating the
amplitude of leaky waves traveling on weakly curved sur-
faces. In three cases the ray theory has been applied to cases
where exact solutions are known: evaluating the far-field
scattering form function near the meridional ray enhance-
ment for scattering by infinite cylinders,12 infinite cylindrical
shells,2 and including the associated helical wave contribu-
tions for infinite cylindrical shells.15 An extension was made
to apply it to the case of backscattering by a finite cylinder
and for tilt angles adjacent to the enhancement peak.13 As
discussed in Ref. 13 the magnitude of the form function for
backscattering by a finite cylinder, normalized by the far-
field backscattering from an ideal rigid sphere, can be written
as

u f l~g!u'2uBuAkl

a l

Fr~m!
emDC

uADCDSu
U E

mDC

`

erfc~AwDS!dwU,
~1!

where m5(a la)tan u l , DC5cosu l /cosg, DS51
1 i (kl /a l)(sin g/sin u l21), Fr(m)5@(m/F(m))2m
1(1/2)#21/2 and F(m)5emApmerfc(Am). The angleu l is
the leaky wave coupling angle given by the trace velocity
matching conditionu l5sin21(c/cl)5sin21(kl /k), wherekl

5v/cl is the real part of the leaky wave number andk
5v/c is the incident wave number in the surrounding fluid.
The leaky wave coupling angle also defines the peak en-
hancement angle. The imaginary part of the leaky wave num-
ber is given bya l . The term erfc( ) is the complementary
error function. The backscattering form function magnitude
depends linearly on the magnitude of the end reflection co-
efficient B. This is the coefficient of reflection at the trunca-
tion of the cylinder for the leaky wave that is launched on the
cylinder, as shown by the ray diagram in Fig. 1. The theory
assumes the end is blunt, i.e., the cylinder is truncated in a
plane perpendicular to the axis of the cylinder.

In order to evaluate Eq.~1! the real,kl , and imaginary,
a l parts of the leaky wave number must be known. These
were approximated by wave numbers calculated for an
empty infinite cylindrical shell of the same configuration
with exterior fluid loading. For meridional propagation the
dispersion curves of the axisymmetric mode, having no cir-

FIG. 5. ~a! Form function magnitude at the peak meridional ray enhance-
ment angle@shown in~b!# as a function of frequency. The solid points are
experimental data, open circles are the results of the ray approximation
using wave number values from an infinite fluid-loaded cylindrical shell and
a unimodular end-reflection coefficient. The dashed curve is the same ray
approximation but with wave number values for a flat plate fluid loaded on
both sides; the solid curve is the same as the dashed curve except the
approximate end-reflection coefficient from Sec. V is used~see Fig. 8!. In
~b! the solid curve corresponds to the leaky wave coupling angle for thea0

mode for an infinite plate fluid loaded on both sides and the open circles are
for the infinite cylindrical shell case.
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cumferential propagating components, for the appropriate
lowest-order flexural wave mode were calculated.2 These
dispersion curves were used in evaluating Eq.~1! for the ray
theory curves in Fig. 4 and open circle points in Fig. 5. In
both these cases the leaky wave end-reflection coefficientuBu
was taken to be unity. Because of the high frequencies ex-
amined in the present case~considerably above the ring fre-
quency and the coincidence frequency! the propagation of
leaky waves on the shell is nearly isotropic.~The weak an-
isotropy at these frequencies has been shown to be impor-
tant, however, in extending the present ray theory to include
helical flexural waves for tilt angles less thanu l .15! In addi-
tion to the leaky wave numbers calculated for an infinite
shell, the dispersion curves for a flat plate were evaluated.
The dashed curve in Fig. 5 corresponds to the leaky wave
numbers for a flat plate fluid loaded on both sides. To ac-
count for the radiation of energy into the fluid on only one
side of the plate, as is the case for the hollow cylindrical
shell, when using the flat plate results the imaginary part of
the leaky wave number was reduced by a factor of one-half
as an approximation.

In both cases when an end-reflection coefficient of unity
is applied, the agreement with measurements at low frequen-
cies is good but deviates slowly above 500 kHz and then
abruptly near 1 MHz. As can be seen from Fig. 4 the ap-
proximate PWS solution follows the ray theory rather than
the measurements. The PWS solution1 takes into account the
three-dimensional elasticity of the shell, in the same manner
as the exact solution for an infinite thick-walled shell. How-
ever, it treats the finite end conditions as approximately sim-
ply supported. This condition requires that the radialur and
the azimuthaluc component of the displacement vector, as
well as the axial stress resultantTzz, vanish at all points on
the cylinder truncation. Consider the intensity vector for
simple isotropic elastic fields16

I52S ]u

]t D •T> . ~2!

Here,u is the displacement vector andT> is the stress dyadic.
The intensity vector, or structural intensity, represents the
density of energy flow in the elastic field and has units of
power per unit area. The time-averaged power flow through
the end of the cylindrical shell~surfaceS with area element
dA) is then given by

Pzuz56L/25E
S
6~ ẑ•I !dA

5E
S
2S ]ur

]t
Trz1

]uc

]t
Tcz1

]uz

]t
TzzD dA, ~3!

where the bar indicates a time average of the underlying
quantity and cylindrical coordinates (r,c,z), having the ori-
gin at the center of the cylinder, are assumed. Becauseur ,
uc , and Tzz must vanish on the end surfacesS, the total
time-averaged power flow through each end vanishes identi-
cally. This then forces any leaky wave end-reflection coeffi-
cient to be unimodular; since in addition, coupling to other
shell modes is not introduced in this end condition. This

explains the similarity between the ray and approximate
PWS theories.

V. APPROXIMATE CALCULATION OF THE LAMB
WAVE END-REFLECTION COEFFICIENT FOR A SEMI-
INFINITE PLATE: MODE CONVERSION EFFECTS

The abrupt drop in the meridional ray enhancement near
1 MHz can be understood if one allows for mode conversion
from the incidenta0 leaky wave into other propagating and
nonpropagating modes when the wave reflects from the blunt
end. It is known that when a Lamb wave on a free or sub-
merged plate reflects from an abrupt truncation, it may be
partially converted to a different mode of the same
symmetry.17–22 When all the other modes of the plate are
nonpropagating, it is mostly the same mode which is re-
flected from the end. However, if other modes are propagat-
ing at that frequency then some portion of the incident en-
ergy can be reflected into the other modes.

A simple example illustrates this behavior and enables
an approximation of the end-reflection coefficient for a semi-
infinite flat platewithout fluid loading. The modeling of a
fluid-loaded semi-infinite plate or cylindrical shell would be
considerably more difficult to illustrate, since no quantitative
models are currently available that do not require extensive
numerical modeling ~such as finite-element or finite-
difference calculations!. Fluid-loading effects are not negli-
gible for the frequencies examined here; however, the
present approximation illustrates the abrupt drop in ampli-
tude at the mode threshold and demonstrates the need for
modeling the effects of fluid loading for frequencies even
below cutoff.

Shen et al.23 have derived a simple least-squares ap-
proach to calculating the behavior of Lamb wave reflection
at the end of a semi-infinite free plate. The method involves
satisfying the free end boundary condition at discrete points
along the edge using the contribution of many modes, both
propagating and evanescent, and then solving the resulting
overdetermined set of linear equations in the least-squares
sense. The reflected plate mode amplitudes are output di-
rectly and an estimate of the error~i.e., not satisfying the
boundary condition! can be made. Consider the end region of
a semi-infinite isotropic elastic plate. Figure 6 shows a sche-
matic of the plate and a definition of the coordinate system
used. A single propagating Lamb mode of the plate is excited

FIG. 6. Cross section of the end of a semi-infinite flat plate and the associ-
ated coordinate system used in the approximate calculation of the leaky
wave end-reflection coefficient. A single Lamb mode is incident from the
2z direction which reflects off the truncation. The amplitude of the reflected
wave depends on whether other modes of the same symmetry are propagat-
ing or evanescent at the selected frequency.
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at some point atz52` and travels undisturbed toward the
end atz50. Since the plate is not fluid loaded~and assumed
to be composed of a lossless elastic material! the term propa-
gating strictly implies that the associated wave number is
purely real. It is easy to see then that the Lamb wave expe-
riences no damping as it propagates towards the end. We
assume that the incident Lamb wave disturbance may be
represented by the exact solution for a Lamb wave propagat-
ing in a semi-infinite thick plate right up to the plate end. At
distances far from the end, relative to the plate thickness, this
is a valid assumption. Severe limitations on this assumption
exist, however, even at large distances when the frequency is
near or above the first mode cutoff.17 Near the edge the stress
distribution of the incident wave may vary considerably from
its infinite plate counterpart. However, since no rigorous so-
lution for the semi-infinite or finite plate have been derived,
even for stress-free boundaries, we proceed with the above
assumption. Considering the incident Lamb wave, with a
known stress and displacement distribution, one simply
wishes to satisfy the required boundary conditions at the end
~zero stress! with an as yet unknown set of reflected Lamb
waves.

Following Shen, the boundary conditions at the end of
the plate must be satisfied using the one incident mode and a
large number of reflected modes. At the end, the total in-
plane and tangential stress must vanish

Szz~x!5Tzz
inc~x!1 (

j 51

2N12

AjTzz
j ~x!50,

z50, xP@2h,h#,

Sxz~x!5Txz
inc~x!1 (

j 51

2N12

AjTxz
j ~x!50. ~4!

TheAj ’s are the unknown amplitudes of the reflected modes
and Tzz

inc and Txz
inc are the stress components of the incident

mode. Since the stresses may be derived by means of a scalar
and vector potential~having only one component!, which
have only one amplitude constant between them, it may be
easily shown that the amplitude coefficients in Eqs.~4! are
the same. It should be understood that the sums are carried
out over the lowest two modes~labeled2a0 and2a1 in Fig.
7!; thus the12, plusN pairs ~i.e., 2N) of complex modes,
whereN is to be determined by the level of acceptable error
in the calculation. The dispersion relation for either antisym-
metric or symmetric modes of a plate has solutions in the
general case consisting of two purely real roots, a finite num-
ber of purely imaginary roots and an infinite number of roots
described by a complex wave number.

Equations~4! are then evaluated atM11 evenly spaced
discrete points

xm5~2h/M !m2h, m50,1, . . . ,M , ~5!

along the end. This results in 2(M11) equations having
2(N11) unknowns~i.e., theAj ’s!. It is possible to solve this
set of overdetermined equations~which have complex val-
ues! approximately in a least-squares sense. The mean-
squared error to be minimized is

E5 (
m50

M

@ uSzz~xm!u21uSxz~xm!u2#. ~6!

The amplitude coefficients in Eqs.~4! are not propor-
tional to the energy in the wave in a simple way. To be of
use, each mode must be normalized with respect to the time-
averaged power flow of the incident wave. From Eq.~3!, the
time-averaged power flow is

Pzuz505E
2h

h

~nzTzz1nxTxz!dx, ~7!

wherenx andnz are the components of velocity and the bar
indicates a time average. Since all quantities are time har-
monic, (e2 ivt), the real part of this expression, representing
real power flow, may be written

Re@Pz#uz505E
2h

h H iv

4
@uz* Tzz1ux* Txz!

2~uzTzz* 1uxTxz* !Gdx, ~8!

where the asterisk denotes complex conjugation. The relative
power flow for the jth mode with respect to the incident
mode is

Pr
j 5

Re@Pz
j #

Re@Pz
inc#

. ~9!

Noting that the relative reflection amplitude coefficients,Aj ,
are simply multiplicative in Eq.~4!, the reflection coefficient
representative of power is found to be

Rj5~Aj* Aj !Pr
j , ~10!

which is real. A statement of conservation of energy then
follows

FIG. 7. Complex dispersion curves for the first several antisymmetric modes
of an infinite free plate with thickness 2h, wherej is the in-plane (z axis!
wave number. Modes labeled with a minus sign either propagate towards
z52` ~where the wave number is purely real! or decay asz→2` ~when
complex!. The asterisk indicates the ‘‘conjugate’’ mode. The thicker black
curve indicates the incident mode.
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j 51

2N12

RjU51. ~11!

Nonpropagating modes may have positive or negativeRj .
To minimize Eq.~6! and evaluate the reflection coeffi-

cient in Eq.~10!, expressions for the stresses and displace-
ments in the plate as well as the complete dispersion curves
for all relevant modes must be known. The dispersion rela-
tions and associated displacements and stresses are well
known for a free plate. For the antisymmetric modes the
relevant expressions are listed in the Appendix. A search for
roots of Eq.~A1! was carried out over the frequency range of
interest.

An example of the lowest roots is shown in Fig. 7 in a
manner similar to the dispersion of symmetric modes given
by Mindlin.24 The results are plotted in the familiar form of
dispersion curves, which locate the root in the complexj
plane for a given frequency. The vertical scale is in the units
of frequency plate-thickness product~the wall thickness of
the cylindrical shell is 1.45 mm!. Only those complex modes
having a negative imaginary part are shown; these are the
only ones which are physical for the reflected waves. The
complementary modes having a positive imaginary part
grows exponentially asz→2` and are excluded. All the
complex modes appear in what have been called ‘‘conju-
gate’’ pairs, pairs of evanescent modes, or pairs of waves
having complex conjugate wave numbers.17,19,23This refers
to the fact that the complex solutions of Eq.~A1! appear in
pairs such thatj2 and (j2)* are solutions. Only two of the
complex pairs are shown in Fig. 7; however, another eight
pairs were located and used in the subsequent calculation.
These all have increasingly large negative imaginary parts of
the wave numberj and are less important in satisfying the
boundary conditions. It is these pairs of complex modes
which have been used to explain the phenomena of ‘‘edge
resonances’’ in plates, disks, and rods.

The reflection coefficient in Eq.~10! was evaluated for
an incidenta0 mode for the sample plate. Figure 8 shows the
power reflection coefficients for the reflecteda0 , a1 , a2 ,
anda2* modes. At the mode threshold of thea1 ~where the
dispersion curve for thea1 transitions from purely imaginary
to purely real in Fig. 7!, the amplitude of the reflecteda0

mode drops sharply as the amplitude of thea1 mode con-
verted wave increases. The amplitude of thea0 mode in-
creases again shortly after approaching zero, and increases to
near-unity before exhibiting more complex behavior near the
a2 mode threshold. This behavior for the lowest antisymmet-
ric mode is analogous to that of the lowest symmetric
mode23,25,26 and consistent with analytical20,23,27 and
numerical28 results for antisymmetric modes. The only wave
not labeled in Fig. 8 is thea2* mode, which is given by the
barely visible dotted line. Below thea2 mode threshold at
4.706 MHz mm the signs of the amplitude reflection coeffi-
cients for thea2 anda2* modes are such that the total power
carried by the conjugate pair vanishes.29 Therefore, the small
peaks shown for these subthreshold modes near 4.1 MHz
mm cancel each other in Eq.~11!. The reflection coefficient
in Fig. 8 for thea0 mode is applied, after the appropriate
frequency plate-thickness scaling, to the effective plate cor-

responding to the finite cylindrical shell. The solid curve in
Fig. 5~a! shows the ray theory result usingB5uRj 5a0

u.

VI. DISCUSSION

The backscattering experiments reported here confirm
that the meridional ray enhancement for antisymmetric leaky
waves on finite cylindrical shells can significantly exceed
backscattering levels for a rigid sphere having the same ra-
dius as the cylinder. These values greatly exceed those ex-
pected for a tilted bluntly truncated rigid cylinder of the
same size.12,30 When applied to this scattering problem, the
convolution formulation ray theory accurately describes the
angular response and amplitude of the far-field backscatter-
ing for the meridional enhancement of thea0 mode. The ray
theory includes a leaky wave end-reflection coefficient as an
independent parameter. Approximating this with a reflection
coefficient of unity provides for good agreement with experi-
ments at low frequencies, where mode conversion and fluid-
loading effects are small. It also agrees well for all frequen-
cies with an approximate partial wave series solution for the
finite cylindrical shell, which has an effective unimodular
end-reflection coefficient. As the frequency increases the
measured enhancement levels fail to increase as quickly as
the ray theory suggests when fluid loading and end effects
are neglected. Including the effects of mode conversion,
while neglecting the fluid loading, explains the abrupt drop
in the enhancement near 1 MHz, where the next antisymmet-
ric mode becomes propagating. An approximate calculation
of the reflection coefficient for a Lamb wave incident on the
edge of a free semi-infinite flat plate is shown to provide a
first approximation to the cylinder end-reflection coefficient.

One aspect of the calculations presented in Sec. V which
may have implications for the experimental results in Figs. 4
and 5 was not discussed. From zero frequency to just below
the mode threshold of thea1 near 1.085 MHz, the mode
amplitude (Aj ) of the mode-converted~evanescent! a1 mode
increases smoothly with frequency, as opposed to increasing

FIG. 8. Normalized power reflection coefficients for Lamb modes on a
semi-infinite free plate with thickness 2h for an incidenta0 mode calculated
using Shen’s approximate least-squares method. The mode threshold of the
a1 occurs at 1.57 MHz mm. Thea2* mode is the barely visible dotted curve
~not labeled!.
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abruptly from a small value to a large value at the mode
threshold. As a consequence there are significant vibrations
of the plate close to its end due to the reflecteda1 evanescent
waves when thea1 is nonpropagating. This would not be
expected to influence the reflection coefficient for the inci-
denta0 wave when the plate is in a vacuum, however, for a
plate with fluid loading at its end one may expect to find
some radiation of sound into the fluid at the end of the plate
because of the displacements introduced by the reflecteda1

wave. This loss would be manifest as a reduction in magni-
tude of the reflecteda0 wave. In the limit of negligible fluid
loading considered here, the subthresholda1 motion radiates
as if the a1 wave is highly supersonic with respect to the
surrounding liquid. This may help to explain the general roll-
off of the a0 meridional enhancement in Fig. 5 below the
mode threshold of thea1 .
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APPENDIX: EXPRESSIONS FOR ANTISYMMETRIC
MODES OF A FREE PLATE

The dispersion relation for antisymmetric solutions of an
infinite plate can be written as

~n22j2!2sin~hh!cos~nh!14hnj2 cos~hh!sin~nh!50,
~A1!

wheren5A(v/cS)22j2, h5A(v/cL)22j2, v is the angu-
lar frequency,j is the in-plane wave number, andcL andcS

are the longitudinal and shear wave speeds in the elastic
material, respectively. The relevant stresses and displace-
ments within the plate are

Tzz5A
G

sin~nh!
@2~j21n222h2!sin~nh!sin~hx!

2~n22j2!sin~nx!sin~hh!#,

Txz5A2i
Ghj

cos~nh!
@cos~nh!cos~hx!

2cos~nx!cos~hh!#,
~A2!

uz5A
i

2j sin~nh!
@2j2 sin~nh!sin~hx!

1~n22j2!sin~nx!sin~hh!#,

ux5A
h

~n22j2!cos~nh!
@~n22j2!cos~nh!cos~hx!

12j2 cos~nx!cos~hh!#,

whereG is the shear modulus andA is an arbitrary amplitude
coefficient which is set equal to unity to simplify the nota-
tion. In each case the factor exp@ i (jz2vt)# is assumed.
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A simple asymptotic approximation with two parameters~the plane wave reflection coefficient and
a correction factor! has been derived by Brekhovskikh and Godin@Acoustics of Layered Media II.
Point Sources and Bounded Beams~Springer, New York, 1992!#, for the spherical field reflected by
nonlocally reacting surfaces. In the present work, an expression for the correction factor is obtained
for the case of a homogeneous and isotropic porous layer. A free field method for evaluating
reflection and absorption coefficients with this approximation is presented. The evaluation of the
absorption coefficient at normal incidence is performed on a porous layer on a rigid backing, and
compared to measurements performed using a two microphone technique and an impedance tube.
© 2002 Acoustical Society of America.@DOI: 10.1121/1.1504851#

PACS numbers: 43.20.Jr, 43.50.Cb@DEC#

I. INTRODUCTION

Numerous methods of measuring the surface impedance
and the absorption coefficient in a free field with a point
source have been worked out in different domains of acous-
tics. The methods are related to different approximations of
the reflected field, except the Tamura method,1 where a ho-
lographic analysis of the actual acoustic field is performed.
Different versions2–4 of Tamura’s method have been used to
measure the surface impedance and the reflection or absorp-
tion coefficient of porous layers at oblique incidence and for
inhomogeneous waves. A drawback of the method is the
relative complexity of the mechanical equipment which
makes the measurements difficult out of a laboratory. For the
source-receiver geometry of Fig. 1, a simple approximation
for the reflected field pressure atM related to a source of
amplitudep0 can be given by

pr~M !5p0

exp~ ikR1!

R1
v~sinu0!, ~1!

wherek is the wave number in air,u0 is the angle of specular
reflection,R1 is the distance between the image sourceS8
andM, andv(sinu0) the plane wave reflection coefficient at
an angle of incidenceu5u0 , related to the impedance
Zs(sinu0) of the reflecting surface by (Z is the characteristic
impedance of air!

v~sinu0!5
Zs~sinu0!2Z/cosu0

Zs~sin~u0!1Z/cosu0
, ~2!

and to the absorption coefficienta by

a~sinu0!512uv~sin~u0!u2. ~3!

Equation ~1! can be a good approximation for very large
kR1 , but for large distances from the source and the receiv-
ers to the reflecting surface, a precise measurement ofpr is

difficult in situ in presence of other reflecting surfaces and a
diffuse field. Moreover, the effect of the finite dimension of
the reflecting surface increases with the distance between the
source and the surface. An exact integral expression forpr

obtained from the Sommerfeld integral5 is

pr5
ik

2
p0E

2`

1`q dq

m
v~q!H0

1~kqr!exp~ imk~z1z0!!, ~4!

where m5A12q2, Im(m).0,r is the horizontal distance
between the source and the receiver,z and z0 the height of
the sourceSand the receiver atM, respectively, andH0

1 is the
zero order Hankel function.

For locally reacting materials,Zs in Eq. ~2! does not
depend onu0 and the evaluation ofa and v from pressure
measurements can be simplified.6 For courant porous absorb-
ing materials, sound propagates in the air saturating the po-
rous frame, not in the porous frame that remains motionless
in the presence of an aerial source. Letn be the refraction
index (n5k1 /k, wherek is the wave number in free air and
k1 is the wave number in the air saturating the porous mate-
rial. Materials having a flow resistivity larger than 105 Ns/m4

mainly behave as locally reacting media in the audible fre-
quency range,unu being sufficiently large for the complex
angle of refraction u1 ~defined by Snell’s law sinu1

5sinu/n) to be close to zero for real angles of incidence. As
a result,Zs defined by Eq.~A5! does not depend noticeably
on u. It is not possible to define a frequency range where a
porous layer of medium flow resistivity is locally reacting if
the other macroscopic parameters, tortuosity and characteris-
tic dimensions, are not known. In the present work, a mate-
rial with a low flow resistivity~see Table I! and a thickness,
set on a rigid impervious backing is considered. The calcu-
lated refraction index is close to 1, which means that the
material is nonlocally reacting in the whole audible fre-
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quency range. The predicted surface impedanceZs , obtained
with the model described in Appendix A from the parameters
of Table I, is represented in Fig. 2 as a function of the angle
of incidence at 2500 Hz. Large variations ofZs occur, related
to the fact that the refraction indexn is close to 1~the cal-
culations given51.221 i0.2). The measurement of surface
impedancesin situ at normal incidence with two micro-
phones has been performed by using Eq.~1! to obtain a first
approximation forZs followed by an iterative process using
the expression by Nobile and Hayek6 for the pressure re-
flected by a locally reacting surface. This method can lead to
systematic errors for many porous sound absorbing materials
which are nonlocally reacting in the medium and high fre-
quency range.

If kR1 is sufficiently large, a simple approximation for
pr is obtained with the steepest descent method, the integra-
tion being performed in the sinu plane on the steepest de-
scent path defined by cos(u2u0)512is2, 2`,s,`, in-
cluding the stationary pointq05sinu0. The reflected field
can be written:1

pr5p0

exp~ ikR1!

R1
Fv~sinu0!2

iN

kR1
G , ~5!

whereN does not depend onR1 and is given by

N5F12q2

2

]2v

]q2
1

122q2

2q

]v
]qG

q5sin u0

. ~6!

Equation~5! can be rewritten

pr5p0

exp~ ikR1!

R1
v~sinu0!1p0

exp~ ikR1!

R1
2 A~sinu0!,

~7!

wherev andA52 iN/k only depend onu0 . An evaluation
of v anda should in principle be obtained from three pres-

sure measurements atu05constant and three different posi-
tions R1 . It has been pointed out by Brekhovskikh and
Godin5 that Eqs.~5! and ~6! obtained from the steepest de-
scent path method are valid under the condition of arbitrary
dependence ofv on q. It is also shown in Ref. 5 that the
steepest descent method@and hence Eq.~5!# must be modi-
fied if a pole of the reflection coefficientqp5sinup is close
to the stationary pointq05sinu0. The noncloseness condi-
tion in Ref. 5 isuuu@1, u being the numerical distance de-
fined by

u5expS i
3p

4 D ~2kR1!1/2sinS up2u0

2 D . ~8!

From Eq.~8!, kR1 @1 does not lead touuu@1 if up and
u0 are sufficiently close.7 This can arise, as shown in the next
section, around grazing incidence for porous layers such that
uk1,u,1 because for these layers, a pole exists8 at up close
to 90°. A pole close to grazing incidence also exists for thick
layers of high flow resistivity.9 For locally reacting materials,

FIG. 1. The sourceS, its imageS8 and the receiver atM in air above a
reflecting surface. The specular angle of reflection isu0 .

TABLE I. Parameters for the studied porous layer.

Thickness
, ~m!

Tortuosity
a`

Porosity
f

Flow resistivity
s @Ns/m4#

Viscous dimension
L @mm#

Thermal dimension
L8 @mm#

0.02 1.1 0.99 3700 150 300

FIG. 2. Surface impedanceZs of the porous layer of Table I at 2500 Hz as
a function of the angle of incidence.
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Brekhovskikh and Godin have given an expression for
pr valid for small and largeuuu ~Eq. 1-4-10 of Ref. 5!.
This expression for largeuuu is equivalent to Eqs.~5! and
~6! plus the possible contribution of a pole. This expression,
around grazing incidence and for largeuZs /Zu, is equivalent
to the simple result previously obtained by Chien and
Soroka,10 after the works by Rudnick,11 Lawhead and
Rudnick,12 and Banos,13 which can be written

pr5p0

exp~ ikR1!

R1
@v~sinu0!1~12v~sinu0!W~u!!#, ~9!

whereW(u)511Apu exp(u2)erf(2u), andu given by Eq.
~8! can be rewritten

u5exp~ i3p/4!)~ 1
2 kR1!1/2~Z/Zs1cosu0!. ~10!

Equation ~9! has been used extensively to evaluateZs in
the context of outdoor sound propagation. A description
of the state of the art can be found in a work by
Attenborough.14 Equation~9! has also been used for porous
layers considered as locally reacting surfaces.15–17 Equation
~5! must also be modified at largeuuu, if the real sinu
axis cuts a pole when it is deformed into the steepest descend
path: the contribution of the pole must be added at the
right-hand side of Eq~5!. For the nonlocally reacting
material of Table I, precise predictions of the surface imped-
anceZs can be obtained with the model described in Appen-
dix A. In Sec. II the possible occurrence of a crossed
pole contribution is considered. In Sec. III the validity of
Eq. ~5! is studied by using a new exact expression for
N ~given in Appendix B! for homogeneous and isotropic
porous layers on a rigid backing. A method of measuring
the absorption coefficient based on Eq.~5! is presented in
Sec. IV.

II. POLE TRAJECTORY AND STEEPEST DESCENT
PATH

There are an infinite number of poles for the reflection
coefficient of a nonlocally reacting porous layer, related to
the complex anglesup such that

Z/cosup1Zs~sinup!50. ~11!

At low frequencies or for thin porous layers, foruk1,u!1,
one of these poles, which will be called the main pole in the
following, is localized in the complex sinu plane at
qp5sinup , given at the second order approximation ink,
by8

qp511
1

2
k2,2~n221!2f2

Z2

Z1
2

, ~12!

wheref is the porosity andZ1 the characteristic impedance
of the porous material~see Appendix A!. Equation~12! is
valid for all porous media, for instance for sands9 having a
large flow resistivity and a small porosity. Thin layers
present a pole close toqp5sinup51, andup is close to 90°.
This pole can be detected with Tamura’s method.9 When
uk1,u increases,qp can be predicted numerically by continu-
ity. For large thicknesses@ Im(k1,)@1#, layers behave

acoustically as semi-infinite media and the main pole is lo-
cated atqp given by

qp5S S m2

f2
2n2D Y S m2

f2
21D D 1/2

, ~13!

wherem5r1 /r is the ratio of the effective densityr1 ~see
Appendix A! to the air densityr. For materials having a
large flow resistivity,9 qp given by Eq.~13! is very close to 1
and up very close to 90°. For lower flow resistivities,up

remains close to 90°. This pole is related to the Zenneck
wave9,10,13 which exist only for smalluuu. For the layer of
Table I, the trajectory of the main pole in the sinu plane is
represented in Fig. 3 up to 5 kHz. The trajectory remains
close to sinu51. The trajectory for materials of large flow
resistivities present the same feature. The steepest descent
path, defined by cos(u2u0)511is2, 2`,s,1`, is repre-
sented foru0575 degrees in the same figure. Up to 5 kHz,
the main pole is not cut by the real sinu axis when it is
deformed into the steepest descent path foru0575 degrees
and smaller angles of specular reflection. Other poles can be
cut far from the real sinu axis, their contribution to the re-
flected field being negligible in all simulations we have
performed. For the layer of Table I, and also for layers of
larger thickness or larger flow resistivity, a contribution of
the main pole only exists close to grazing incidence, and Eq.
~5! can be used in a large range of angles of incidence,
provideduuu andkR1 are sufficiently large. The trajectories
for the main pole lie around sinu51, and the maximum for
uuu is reached for a givenR1 around normal incidence. At
normal incidence, where the steepest descent path is the real
sinu axis and the initial path of integration is not modified,
there is no possible occurrence of a pole cut, but it is not
possible to predict a general range of validity of Eq.~5!
around normal incidence for complex sound absorbing
layers.

III. VALIDITY OF THE PASSAGE PATH
APPROXIMATION

In a first step, the validity of the asymptotic Eq.~5! and
of Eq. ~B5! for N has been verified at a large angle of specu-

FIG. 3. The trajectory of the main pole for the porous layer of Table I and
the passage path atu0575 degrees.
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lar reflection:u0560°. The coefficientN given by Eq.~B5!

is compared to the evaluation ofN obtained from Eq.~5!
rewritten

N5@prR1 exp~2 ikR1!2v~sinu0!# ikR1 , ~14!

pr being calculated without approximation with Eq.~4!. The
comparison presented in Fig. 4 is performed at 2.5 kHz,u0

560 degrees andz1z0 varying from 0.2 m to 0.5 m. Forz
1z050.2 m,kR1518.5, anduuu52.06, and these quantities
are too small for a precise evaluation ofN by Eq. ~14! to be
obtained. The difference between the exact value ofN and
the estimation with Eq.~14! increases whenz1z0 decreases
and also when the frequency decreases. Nevertheless, Eq.~5!
remains valid ifN is replaced by a slowly varying parameter,
approximated as a constant in the interval ofR1 where mea-
surements are performed.

Direct comparison ofpr evaluated from Eqs.~5! and~6!
and Eq.~4! are shown in Fig. 5 at 2500 Hz forz1z0 varying
from 0.2 m to 0.5 m. For the first use of Eq.~5! to evaluate
absorption coefficients in a free field, experiments are per-
formed at normal incidence in the next section to allow com-
parison with impedance tube measurements. The direct com-
parison for both evaluations ofpr is also performed at
normal incidence. The reflected pressurepr is divided by the
direct pressurepd5p0 exp(ikR2)/R2 to remove the fast varia-
tions in phase and amplitude. The small difference between
both evaluations considerably decreases fromz1z050.2 m
to z1z050.5 m.

IV. EVALUATION OF THE ABSORPTION COEFFICIENT

A straightforward evaluation ofv anda with Eq. ~5! can
be performed with the experimental setup represented in
Fig. 6. The three locationsM1 , M2 , M3 of the receiver are
related to the same angle of specular reflectionu0 . The pres-
sure field atMi , using Eq.~7!, is given by

p~Mi !5p0S exp~ ikR2i !

R2i

1
exp~ ikR1i !

R1i
S v~sinu0!1

A~sinu0!

R1i
D D , ~15!

whereR1i is the distance from the image of the sourceS8 to
the receiver atMi , andR2i is the distance from the sourceS
to the receiver,p0 , v(sinu0) andA0 are three unknown quan-
tities. The absorption coefficient can be obtained from Eq.
~3!, wherev(sinu0) is given by

v~sinu0!52
D1

D2
, ~16!

D15Up~M1!

p~M2!

p~M3!

exp~ ikR11!/R11
2

exp~ ikR12!/R12
2

exp~ ikR13!/R13
2

exp~ ikR21!/R21

exp~ ikR22!/R22

exp~ ikR23!/R23

U ,

~17!

D25Up~M1! exp~ ikR11!/R11
2 exp~ ikR11!/R11

p~M2! exp~ ikR12!/R12
2 exp~ ikR12!/R12

p~M3! exp~ ikR13!/R13
2 exp~ ikR13!/R13

U ,

~18!

FIG. 4. N as a function ofz01z at u0560 degrees and 2.5 kHz. Exact
evaluation from Eq.~B5! ~horizontal line! and evaluation from Eq.~9!.

FIG. 5. pr /pd as a function ofz1z0 for the layer of Table I at 2500 Hz,
pd5p0 exp(ikR2)/R2 is the direct field. —,pr evaluated with the passage
path method, Eqs.~5! and ~6!. , exactpr evaluated with Eq.~4!.
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with the two microphone technique, Eq.~15! is replaced by
Eq. ~1! and v(sinu0), obtained from two measurements at
M1 andM2 , is given by

v~sinu0!52
D18

D28
, ~19!

D185Up~M1! exp~ ikR21!/R21

p~M2! exp~ ikR22!/R22
U, ~20!

D285Up~M1! exp~ ikR11!/R11

p~M2! exp~ ikR12!/R12
U. ~21!

The experimental setup for the two-microphone method
consists of a source~a pipe excited with a compression
driver! located at a distancez from the reflecting surface, and
two microphones atz1 andz2 connected to an FFT analyzer.
In an anechoic room, the order of magnitude forz is nor-
mally 1 meter or more. The two microphones are set at a few
centimeters from the surface. Forin situ measurements, the
diffraction effects due to the finite lateral dimensions of the
sample and reflections from the walls can be minimized by
positioning the source and the microphones as close as pos-
sible to the reflecting surface. As an example, forin situ
measurements previously performed in a cafeteria on a
carpet,7 the following distances were used:z50.2 m, 0.35 m,
and 0.65 m,z151.5 cm, andz257.1 cm. Comparison with
measurements performed in an anechoic room show that the
effect of wall reflection can be neglected at distances smaller
than z50.2 m. In the preceding section, it is shown that at
normal incidence, a small difference exists between the exact
and the asymptotic evaluation ofpr at 2500 Hz forz1z0

varying from 0.2 m to 0.5 m. Simulations are performed to
evaluate how the difference between the exact pressure and
the asymptotic evaluation limit the use of the three micro-
phone method. Simulations and measurements are performed
at u050° for the first approach of the method, allowing
comparison with impedance tube measurements.~See Fig.
6.!

Simulated measurements with the three-microphone
method obtained from Eqs.~3!, ~16! and with the two-
microphone method from Eqs.~3!, ~19!, pr(Mi) being cal-
culated with Eq.~4!, are compared in Fig. 7~a! to the exact

absorption coefficient calculated from Eqs.~2! and ~3!. The
one geometrical parameter for the prediction ofpr(Mi) is z
1zi5R1i which varies from 0.28 m for the first microphone
to 0.698 m. In the simulation, the main source of error is the
use of Eq.~15! at M1 . At 1 kHz, kR1155.17, this quantity is
too small for the asymptotic evaluation ofpr to be reliable.
Nevertheless, the simulation indicates a correct evaluation of
a with three microphones at frequencies larger than 750 Hz.
The simulation also shows that the systematic error which
appears whenA is not taken into account in Eq.~15! ~as with
the two-microphone technique! considerably decreases when
the full Eq. ~15! is used. However, when digitally generated
broadband noise is added to the values ofp(Mi) calculated
from Eq. ~4!, the situation changes dramatically. Figure 7~b!
shows the results from Eq.~16! with noise added to the val-
ues ofp(Mi) ~the amplitude of the broadband noise was 2%
of the amplitude ofp). The three-microphone technique ap-
pears to be extremely sensitive to the presence of noise. Dur-
ing one experiment, the perturbation introduced by a slight

FIG. 6. Experimental setup for the evaluation ofv(sinu).

FIG. 7. Numerical simulation of the experiment. The surface impedance has
been calculated with the model of Appendix A and the data of Table I. The
sound pressure above the layer has been calculated using Eq.~4!. All results
obtained with a source height of 0.21 m and at normal incidence.~a! Results
of simulation, thick black line, Eq.~A5!; thick dashed line, the two-
microphone techniquez150.07 m,z250.27 m; thin dashed line, the three-
microphone technique@Eq. ~16!# z150.07 m,z250.27 m,z350.47 m.~b!
Results of simulation with 2% of broadband noise added to the calculation
of the sound pressure. Thick black line, Eq.~A5!; dashed line, the
three-microphone technique@Eq. ~16!# z150.07 m,z250.27 m,z350.47 m;
thin black line, results of least square fit of 50 equally spaced datapoints
~betweenz50.03 m andz50.152 m! to Eq. ~15!. The results of the
two-microphone technique~not shown! are only slightly influenced by the
noise.
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increase in temperature due to lighting in the anechoic room
was enough to render the data useless. The classical two-
microphone technique on the other hand appears to be very
robust for noise~a numerical simulation, results not shown in
the figure, gives results that are almost identical to the simu-
lation without noise!. One way to get rid of the noise is to
measure the pressure in a lot of points as a function of height
above the sample and to perform a nonlinear fit on these data
using Eq.~15!, with p0 , v, andA as fit parameters. Figure
7~b! shows the result of a nonlinear fit using Eq.~15!, 50
datapoints~equally spaced between 0.03 m and 0.152 m! 2%
of added broadband noise.

Measurements performed in an anechoic room at normal
incidence with the same source height (z521 cm! as for Fig.
7 and in an impedance tube are presented in Fig. 8. The
porous material is a foam described by the parameters of
Table I ~see Refs. 18 and 19!, the sample in the anechoic
room is square shaped with lateral dimensions of 2 meter by
2 meter. Evaluation of the absorption coefficient from Eqs.
~3!–~7! with a least square estimation are compared with
measurements performed with the two-microphone method
and in an impedance tube. At frequencies lower than 600 Hz,
both free field methods completely fail. At higher frequen-
cies, the precision of the result from Eq.~7! is much better
than the one from Eq.~1! with the two-microphone tech-
nique. It can be noticed that the domain where the method
can be used is significantly larger than the one where Eqs.~5!
and ~6! provide a precise estimation ofpr . Different limita-
tions of the three-microphone method have been indicated
for the case of a porous medium of low flow resistivity.
For porous materials~like ground! having a very large
flow resistivity, whatever the thickness of the layer, the
surface impedanceZs does not noticeably depend on the
angle of incidence. Around normal incidence, measurements
are difficult to perform due to the weak sound absorption
which makes the field very reactive.20,21 The use of Eq.~9!
with measurements performed at grazing incidence is more
suited to the case of materials with a very large flow resis-
tivity.

V. CONCLUSION

The passage path method provides a simple expression
of the spherical acoustic field reflected by a nonlocally react-
ing medium. The plane wave reflection coefficient related to
a given angle of specular reflection can be evaluated from
three measurements at the same angle of specular reflection.
The systematic errors which appear when the sphericity of
the incident field and the nonlocally reacting nature of the
reflecting surface are not taken into account are avoided with
this estimation. A major drawback of the method is that the
evaluation ofv is not robust in the presence of noise and fast
temperature variations. A least square adjustment of the pre-
dicted and measured pressure field at a large number of
points reduces the impact of noise sufficiently to obtain a
robust estimation of the absorption factor. Large angles of
specular reflection must be avoided, due to a possible extra
contribution of the main pole to the reflected field. The do-
main of frequencies and of distances between the reflecting
surface and the source and the receiver, where the method
can be used, is larger than the one where the passage path
method provides a precise estimation of the reflected pres-
sure.

APPENDIX A: FREE FIELD EQUIVALENT TO AIR
SATURATING A POROUS MEDIUM

Following Johnsonet al.22 and Champoux and Allard,23

the equivalent fluid is characterized by an effective density
r1 and an incompressibilityx1 , which are given by@the time
dependence is exp(2ivt)]

r15a`rS 11
isf

vra`
S 12

4ia`
2 hrv

s2L2f2 D 1/2D , ~A1!

x15
gP0

g2~g21!F11
i8h

L82 Prvr
S 12 i

rv PrL82

16h D 1/2G21 ,

~A2!

wheref is the porosity,L andL8 are the viscous and ther-
mal characteristic length,s is the flow resistivity, anda` is
the tortuosity. The parameters related to air are the Prandtl
number Pr, the viscosityh, the densityr, the ratio of the
specific heatsg, and P0 is the static atmospheric pressure.
Using the same notations as Brekhovkikh and Godin, the
density ratiom is defined bym5r1 /r, and the characteristic
impedanceZ1 and the wave numberk1 are given by, respec-
tively,

Z15~r1x1!1/2, ~A3!

k15v~r1 /x1!1/2. ~A4!

The surface impedanceZs of a porous layer of thickness
,,backed by a rigid wall, can be written

Zs5
iZ1

f cosu1
cotk1, cosu1 . ~A5!

In this equation,u1 is the refraction angle, and cosu1 is given
by

FIG. 8. Experimental results obtained in the anechoic room on a foam with
material parameters as in Table I~see Refs. 18 and 19!. Position of source
and receivers are the same as in Fig. 7.
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cosu1512
sin2 u

n2
, ~A6!

wheren is the refraction index,n5k1 /k.

APPENDIX B: EVALUATION OF N FOR A POROUS
LAYER OF FINITE THICKNESS

The reflection coefficientv(q) can be rewritten

v~q!5

2An22q21 in
Z1

fZ
A12q2cot~k,An22q2!

1An22q21 in
Z1

fZ
A12q2cot~k,An22q2!

,

~B1!

andN is given by

N5F12q2

2

]2v

]q2
1

122q2

2q

]v
]qG

q5q0

. ~B2!

The derivatives]v/]q, ]2v/]q2, and N are given by, re-
spectively,

]v
]q

5
2m8q~12n2!

An22q2A12q2~m8A12q21An22q2!2

3F11
2An22q2~12q2!k,

sin~2,An22q2!~12n2!
G , ~B3!

]2v

]q2
5

4~12n2!m8qk,n

An22q2cosu~m8A12q21An22q2!2~12n2!
F 2k1,~12q2!k,~12q2!q cos~2k,An22q2!

n2 sin2~2k,An22q2!

2

qS 12q2

An22q2
12An22q2D

n sin 2k,An22q2
G1F11

2~12q2!k,An22q2

~12n2!sin2 2k,An22q2G 2m8k,q

An22q2sin 2k,An22q2

3F 2~12n2!q

An22q2A12q2~m8A12q21An22q2!2
2

4~12n2!m82q

An22q2A12q2~m8A12q21An22q2!3
G , ~B4!

N5F11
2k,~12q0

2!An22q0
2

~12n2!sin2k,An22q0
2GFM ~m8!1

2~12q0
2!~12n2!q0

2~2m8A12q0
21An22q0

2!m8k,

~n22q0
2!A12q0

2~m8A12q0
21An22q0

2!3 sin 2k,An22q0
2G

1
~12q0

2!2m8q0~12n2!k,n

An22q0
2A12q0

2~m8A12q0
21An22q0

2!~12n2!
F2k1,q0~12q0

2!cos 2k,An22q0
2

n2 sin2 2k,An22q0
2

2
q0~12q0

212~n22q0
2!!

n2 sin 2k,An22q0
2An22q0

2G , ~B5!

wherem8 andM (m8) are given by

m85 i
m

f
cotk,An22q2, ~B6!

M ~m8!5
m8~12n2!@2m8~n221!13m8~12q0

2!2m8~12q0
2!21An22q0

2A12q0
2~2n21q0

2!#

~m8A12q0
21An22q0

2!3~n22q0
2!3/2

. ~B7!
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to leaky Lamb waves
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The classical phase gradient method applied to the characterization of the angular resonances of an
immersed elastic plate, i.e., the angular poles of its reflection coefficientRI , was proved to be
efficient when their real parts are close to the real zeros ofRI and their imaginary parts are not too
large compared to their real parts. This method consists of plotting the partial reflection coefficient
phase derivative with respect to the sine of the incidence angle, considered as real, versus incidence
angle. In the vicinity of a resonance, this curve exhibits a Breit–Wigner shape, whose minimum is
located at the pole real part and whose amplitude is the inverse of its imaginary part. However, when
the imaginary part is large, this method is not sufficiently accurate compared to the exact calculation
of the complex angular root. An improvement of this method consists of plotting, in 3D, in the
complex angle plane and at a given frequency, the angular phase derivative with respect to the real
part of the sine of the incidence angle, considered as complex. When the angular pole is reached, the
3D curve shows a clear-cut transition whose position is easily obtained. ©2002 Acoustical Society
of America. @DOI: 10.1121/1.1497370#

PACS numbers: 43.20.Ks, 43.20.Tb, 43.20.Gp@DEC#

I. INTRODUCTION

In this paper, the complex angular poles as well as the
zeros of the reflection coefficientRI of an elastic plate im-
mersed in a fluid are investigated. We are particularly inter-
ested in finding an accurate method of obtaining its complex
angular poles~whose real parts may be quite different from
its real zeros1! without having to make exact calculations in
the complex angle plane.

Among the roots of the characteristic equation of an
unloaded elastic plate, the real roots are assigned to the well-
known Lamb modes,2 which are harmonic, nonattenuated
propagating waves. In the case of a plate immersed in a fluid,
there are two extreme ways to determine the so-called gen-
eralized Lamb modes, looking for the complex roots of the
characteristic equation. In the first way, we consider that the
reemission angle of the guided wave is real and the fre-
quency complex. We then talk about generalized transient
Lamb modes3,4 ~more simply, transient Lamb modes!. In the
second way, we consider that the frequency is real and the
reemission angle complex, and we obtain the classically so-
called generalized leaky Lamb modes~more simply, the
leaky Lamb modes!.5,6 Because the characteristic equation
corresponds to the nullity of the denominator of the reflec-
tion coefficientRI , the transient Lamb modes are assigned to
its frequency poles and the leaky Lamb modes to its angular
poles. It can be shown numerically that the dispersion curves
of the transient Lamb modes are superimposed on those of
the Lamb modes, except for the A0 and S0 modes.3,4 We can
also verify that the real parts of these modes nearly corre-
spond to the reflection coefficient real-frequency zeros at a
fixed real-incidence angle. These coincidences led Fiorito
et al.7 to apply the resonance scattering theory~RST! ap-
proximate formalism to elastic plates and to emphasize the
frequency resonant behavior of the reflection and transmis-

sion coefficients. In these conditions, the frequency poles are
associated with the frequency resonances of the immersed
plate. Such coincidences are much less obvious when we
compare the leaky Lamb root real parts, the unloaded plate
real roots, and the reflection coefficient real-angular zeros1,6,8

at a fixed real frequency. When the leaky Lamb root imagi-
nary parts are large compared to their real parts, one may
observe noticeable differences between the pole real parts
and the real-angular zeros. Moreover, the dispersion curves
of particular leaky Lamb modes can sometimes be funda-
mentally different from those of the corresponding Lamb
modes, as is the case for the S1 mode.9 In fact, their disper-
sion curves can be found to be relatively close to those of
unloaded plate modes corresponding to complex roots, de-
noted as complex Lamb modes.10,11 In particular, we can
follow leaky Lamb modes with negative imaginary parts
whose dispersion curves are close to those of complex Lamb
modes with negative imaginary parts; these modes are shown
to have negative group velocities.12–14 In these cases, the
reflection coefficient has complex zeros close to complex
poles. Because their effects nearly balance, the plot of the
modulus of the reflection coefficient, at a fixed real-
frequency, versus real-incident angle, can exhibit neither
those poles nor those zeros. Therefore, RST formalism is no
longer valid to show the angular resonant behavior of the
plate, the angular resonances being associated with the angu-
lar poles of the reflection coefficient.

The classical phase gradient method was introduced as
an alternative method to laborious calculations in the com-
plex frequency and angle planes in order to obtain the fre-
quency and angular resonances of a target, whatever its
geometry.15–18 For simplicity’s sake, the general principle is
recalled for the case of plane geometry, even though it was
first explained for cylindrical shapes.15 In this paper, it is
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shown that the study of the reflection coefficient phase de-
rivative with respect to the sine of the incident angle permits
angular poles to be determined with greater accuracy than
when using RST. However, when the imaginary parts of the
angular poles are of the same order, or larger than their real
parts, we cannot obtain them with sufficient accuracy. In or-
der to improve the precision, still using the phase properties,
but considering now a complex incidence angle, we study
the phase derivative with respect to the real part of the sine
of the incidence angle in the complex angle plane at a fixed
real frequency. It is shown in this paper that a 3D plot of this
derivative allows us to locate the angular poles as well as the
complex angular zeros ofRI in the complex angle plane ac-
curately.

In Sec. II, we present dispersion curves obtained from
exact calculations of the complex angular roots~leaky Lamb
modes! of the characteristic equation for an aluminum plate
immersed in water. They are compared to the dispersion
curves derived from exact calculations of the complex angu-
lar roots ~complex Lamb modes! using the characteristic
equation for the unloaded aluminum plate. In Sec. III, the
phase gradient method as it is applied to obtain the angular
resonances of a water-loaded aluminum plate is briefly re-
stated. In Sec. IV, the complex phase gradient method is
presented. Examples dealing with the leaky Lamb modes
LS1 , LS28 ~with a negative imaginary part! and LA3 of an
aluminum plate are given.

II. EXACT CALCULATIONS IN THE COMPLEX ANGLE
PLANE

In this section, we compare the dispersion curves of the
leaky Lamb modes~L modes! propagating in the water-
loaded aluminum plate to both Lamb modes and complex
Lamb modes~C modes! propagating in the unloaded plate.
The differences occurring between particular leaky Lamb
modes and Lamb modes are outlined, as in Refs. 9 and 17. It
is numerically shown that the L modes are close to C modes
in these cases. The results exhibited here are used as a ref-
erence in the following sections.

Considering a plate immersed in a fluid in which guided
waves can propagate along anx axis, the characteristic equa-
tion derived from the writing of the boundary conditions is
classically written in the following factorized form:

DI ~ f ,yI !5AI ~ fI ,yI !SI ~ fI ,yI !50.

The underlined letters indicate complex functions or vari-
ables. In the following, the frequencyf is always supposed to
have a real value;yI is the normalizedx component of the
complex wave vectorKO of each wave involved in the prob-
lem. The normalization is achieved with respect to the wave
numberKF in the fluid. yI also corresponds to the complex
sine of a complex reemission angle in the fluid.19 The func-
tion AI ~respectivelySI ! has complex angular roots assigned to
antisymmetricA ~respectively, symmetricS! modes. These
functions may be written as

AI ~ f ,yI !5CA~ f ,yI !1 j t~yI !

SI ~ f ,yI !5CS~ f ,yI !2 j t~yI !.

CA,S are, respectively, the characteristic functions whose ze-
ros correspond to the antisymmetric and symmetric modes of
the unloaded plate, andt is the ratio of the acoustic imped-
ance in the fluid compared to that of the plate. Their expres-
sions are given in the Appendix.

The real roots ofCA,S , corresponding to nonattenuated
propagating waves, are assigned to the so-called Lamb
modes A or S. There are, of course, other types of roots for
those functions: pure imaginary roots and complex roots,
generally with large imaginary parts, which are both said to
be related to nonpropagating waves8 ~Rokhlin showed that
these waves do not transfer energy along the plate!. In order
to distinguish clearly the different modes obtained in each
case, we choose to denote the modes associated with com-
plex angular roots ofCA,S as complex Lamb modesCAi or
CSi . As well, we denote as leaky Lamb modes LAi or LSi ,
the modes associated with complex angular roots ofAI or SI
and as transient Lamb modes TAi or TSi , the modes associ-
ated to complex frequency roots ofAI or SI .

The dispersion curves which are exhibited in the follow-
ing are obtained for a 5-mm-thick water-loaded aluminum
plate. The aluminum density isrS52800 kg/m3. The phase
velocities of the longitudinal and transverse waves propagat-
ing in aluminum arecL56380 m/s andcT53100 m/s. When
the plate is water loaded, the water parameters used arerF

51000 kg/m3 andcF51470 m/s.
We are interested in the lowest nonzero orderA- andS-

leaky Lamb modes. For a given mode, we represent the real
part of the complex reemission angle as a function of real
frequency as a dispersion curve. In the case when the disper-
sion curves of the transient Lamb modes differ a lot from
those of the leaky Lamb modes, the two types of dispersion
curves are shown. A transient Lamb mode dispersion curve
corresponds to the plot of a real reemission angle as a func-
tion of the real part of a complex frequency root of the char-
acteristic equation. For clarity, the dispersion curves of the
antisymmetric and symmetric modes have been separated.

In Fig. 1, we present on one hand the dispersion curves
of Lamb modes A1 , A2 , and A3 , which correspond to the
plots of the real angular roots ofCA , versus frequency, and

FIG. 1. Plots of the dispersion curves of Lamb modes A1 , A2 , A3 and of
leaky Lamb modes LA18 , LA28 , LA3 ~filled circles: A1 mode, boxes: A2
mode, circles: A3 mode; solid line: LA18 mode, dot line: LA28 mode, dotted
line: LA3 mode!.
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on the other hand the dispersion curves of leaky Lamb
modes, LA18 , LA28 , and LA3 , which correspond to the plots
of the real parts of complex angular roots ofAI versus fre-
quency. The superscript8 indicates that the imaginary parts
are negative.18 The labeling of these leaky modes is quite
difficult; we have chosen to label the two first modes LA18
and LA28 because their dispersion curves tend to the cutoff of
modes A1 and A2 ; the third one is labeled LA3 because at
high frequencies, its dispersion curve tends to that of Lamb
mode A3. The dispersion curves of transient Lamb modes,
TA1 , TA2 , and TA3, and those of leaky Lamb modes, LA1

and LA2 are not shown in Fig. 1, because it is impossible to
distinguish them from corresponding Lamb modes A1 , A2 ,
and A3 . We classically observe on the dispersion curves of
the Lamb modes that the angle increases for increasing fre-
quencies. On the contrary, on the dispersion curves of leaky
Lamb modes LA18 and LA28 , the real part of the remission
angle decreases for increasing frequencies, up to the cutoff
frequencies of Lamb modes A1 and A2 . The dispersion
curve of mode LA3 is more complicated. It exhibits three
parts. At low frequency, up to the cutoff frequency of mode
A2, it shows a similar evolution as that of mode LA28 . Be-
tween the cutoff frequencies of modes A2 ~0.93 MHz! and
A3 ~1.276 MHz!, mode LA3 is nearly nondispersive, and,
then from the cutoff frequency of mode A3, its dispersion
curve tends to that of mode A3.

In Fig. 2~a! the evolutions of the imaginary parts of the

complex angles versus frequency for modes LA1 , LA2 , and
LA3 are presented. For the first two modes the imaginary
parts have small values ranging from 0.01° to at most 0.9°, in
their whole observation frequency range. These modes are
little attenuated, so we may suppose that they propagate over
a large distance and that they should be easily detected ex-
perimentally. This is also the case for mode LA3, but only
when its dispersion curve is nearly superimposed with that of
mode TA3. In Fig. 2~b!, the frequency evolutions of the
imaginary parts of the complex angles assigned to modes
LA18 , LA28 , and LA3 are exhibited. We observe that these
modes are very strongly attenuated. So, except in the vicinity
of their cutoff frequencies where their imaginary parts are
not too large, they should not be detected experimentally.

In Fig. 3, we compare the dispersion curves of modes
LA28 and LA3 to those of complex modes CA28 and CA3,
which correspond to the complex roots of the unloaded plate
dispersion equation. The calculations show that these com-
plex Lamb modes are assigned to complex conjugate roots.
Thus, they have a common dispersion curve and the fre-
quency evolutions of their imaginary parts are opposite,
nearly identical to those of modes LA28 and LA3, as shown
in Fig. 2~b!. We observe that the dispersion curve of mode
LA3 is slightly shifted towards the high-angle real parts and
that the one of mode LA28 is slightly shifted towards the
low-angle real parts, when compared to the common disper-
sion curve of modes CA3 and CA28 . If we look for the com-
plex roots assigned to mode CA3, in the region where mode
LA3 is nearly nondispersive, we obtain conjugate pure
imaginary roots. They are assigned to modes denoted as
ICA3

1 and ICA3
2 . The frequency evolution of the positive

imaginary roots~ICA3
1 mode! is plotted in dotted lines in

Fig. 3, ranging from about the cutoff of mode A2 to the
cutoff of mode A3.

As pointed out earlier, nearly every transient Lamb
mode is associated with a Lamb mode. The previous curves
show that each leaky Lamb mode can be associated with
either a Lamb mode or a complex Lamb mode.

Similar results are obtained for symmetric modes. In
Fig. 4, the dispersion curves of modes TS1 and TS2 ~which
are almost identical to those of modes S1 and S2!, the dis-

FIG. 2. ~a! Frequency evolution of the imaginary parts of the angular roots
assigned to leaky Lamb modes LA1 , LA2 , and LA3 ~solid line: LA1 mode,
filled boxes: LA2 mode, circles: LA3 mode!. ~b! Frequency evolution of the
imaginary parts of the angular roots assigned to leaky Lamb modes LA18 ,
LA28 , and LA3 ~solid line: LA18 mode, filled boxes: LA28 mode, circles: LA3
mode!.

FIG. 3. Plots of the dispersion curves of Lamb modes A2 and A3 , of com-
plex Lamb modes CA28 and CA3 ~identical!, of leaky Lamb modes LA28 and
LA3 , and of the frequency evolution of the imaginary parts of ICA3

1 roots
~boxes: A2 mode, circles: A3 mode, solid line: CA28 and CA3 modes, dots:
LA28 mode, dotted line: LA3 mode, filled boxes: ICA3

1 mode!.
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persion curves of modes LS1 and LS28 , as well as the disper-
sion curves of modes CS1 and CS28 are plotted. The peculiar
shape of the TS1 mode dispersion curve is well-known: after
its cutoff frequency, the angle increases for decreasing fre-
quencies down to a minimum frequency value, but then the
angle continues to increase for increasing frequencies. We
can observe that the common dispersion curve of modes CS1

and CS28 , on which the real-part angle is constantly decreas-
ing for increasing frequencies, nearly reaches the dispersion
curve of mode S1 at its minimum frequency. At low frequen-
cies, the dispersion curve of mode LS1 is higher than the one
of mode CS1 and the dispersion curve of mode LS28 is lower.
At high frequencies, the dispersion curve of mode LS1 is
superimposed on the one of mode TS1. We can also observe
that modes LS2 and TS2 have different cutoff frequencies.
The cutoff frequency of mode TS2 is almost the same as that
of the S2 mode, whereas the one of mode LS2 tends to that of
mode TS1, which is also the same as that of mode LS28 .
Between the cutoff frequencies of modes TS1 and TS2, we
can also find conjugate imaginary roots for the unloaded
plate dispersion equation. They are assigned to modes de-
noted as ICS2

1 and ICS2
2, according to the sign of their

imaginary parts. The frequency evolutions of their imaginary
parts are also plotted in Fig. 4. We may observe that these
curves link the cutoff frequencies of modes LS2 andTS2 .

In the case of symmetric modes, we still notice that the
search for the real roots of the unloaded plate dispersion
equation is insufficient to predict all the generalized leaky
Lamb modes and their realistic dispersion curves.

In this section, we have presented results obtained from
rather tedious but exact calculations in the complex angle
plane. In a previous paper, the classical phase gradient
method ~PGM! was introduced in order to avoid such
bother.17 However, their calculations were necessary because
the results presented in this section will be used as a refer-
ence in the following ones, thus allowing those provided by
alternative methods to be compared to them in order to
evaluate their accuracy. In the following section, the bases of

the PGM are recalled, following which we will present an
improvement of that method, which can be used to obtain the
angular poles with great accuracy, whatever the values of
their imaginary part.

III. THEORETICAL BASIS OF THE PHASE GRADIENT
METHOD

In this section, we briefly recall the interest of the study
of the partial reflection coefficient phase derivative with re-
spect to the sine of the incident angle to obtain the angular
resonances of an immersed plate. These angular resonances
correspond to the complex angular poles of the reflection
coefficient. We use, in the following, the notation introduced
by Fiorito et al.7 to express the angular pole:

yI P5yP1 j
g

2
,

whereg/2 is the half-width of the associated angular reso-
nance.

When a water-loaded elastic plate is insonified by a ho-
mogeneous harmonic plane wave at a real incidence angleu,
its reflection coefficientRI can be written as

RI ~y!5
CA~y!CS~y!2t2~y!

AI ~y!SI ~y!
, ~1!

wherey5sinu.
In the case of an aluminum plate immersed in water, the

impedance ratiot is very small compared to unity; thus, the
zeros ofRI (y) correspond to the real zeros ofCA,S(y), and
consequently to the Lamb modes. For a real variation of the
incidence angle, the numerator ofRI (y) is always real, posi-
tive or negative, and the change of sign occurs at its zeros. In
the vicinity of a zero, denoted asyZ , the phase change of the
numerator is of the type6pH(y2yZ), whereH~y! is the
Heaviside function. Therefore, the phase derivative of the
numerator with respect toy is numerically negligible. We
only take into account the phase changes of the reflection
coefficient due to its poles. According to these assumptions,
the reflection coefficient phase is written as

fR5fS1fA , ~2a!

where

fS~y!5a tanS t~y!

CS~y! D , ~2b!

and

fA~y!52a tanS t~y!

CA~y! D . ~2c!

fA,S(y) are, respectively, the phase changes due to the anti-
symmetric and symmetric poles.

The exact partial derivatives of the phasesfA,S(y), with
respect toy, have the following expressions:

]fA,S

]y
57

CA,S

]t

]y
2t

]CA,S

]y

CA,S
2 1t2 . ~3!

FIG. 4. Plots of the dispersion curves of transient Lamb modes TS1 and
TS2 , of complex Lamb modes CS1 and CS28 , of leaky Lamb modes LS1 ,
LS2 , and LS28 , and of the frequency evolutions of the imaginary parts of
ICS3

1,2 roots ~dashed line: TS1 mode; dotted line: TS2 mode; circles: CS1
and CS28 modes; boxes: LS1 mode; filled boxes: LS28 mode; filled circles:
LS2 mode; bold dotted line: ICS2

1,2 modes!.
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The angular partial derivatives ofCA,S(y) andt~y! are given
in Ref. 17.

In Fig. 5, we have plotted the angular evolution of the
exact angular phase derivative, at frequencyf
51.5769 MHz for whichCA(y) is null, at u510°. In these
conditions, the exact calculation in the complex angle plane
gives the following root ofAI (yI ):

yI P50.173 811 j 0.0031 180 9

or

uI P5a sin~yI P!5~10.00951 j 0.185 07!°.

We observe that the curve shows a Breit–Wigner shape,
whose minimum is located at 10° and minimum amplitude
~20.003 181! corresponds to the opposite of the inverse of
the imaginary part ofyI P ~indicated by a horizontal dashed
line! with a precision of 0.03%.

In this case, the real part of the complex root ofAI (yI ),
which corresponds to mode LA3, is nearly the same as the
real root ofCA(y) which corresponds to mode A3. The RST
approximation is thus valid and we can write an approximate
expression of the reflection coefficient, in the vicinity of
mode LA3 as

RI app~y!5
y2yP

y2yP2 j
g

2

. ~4!

The approximate phase derived from Eq.~4! is

fapp~y!5a tanS g/2

y2yP
D . ~5!

The angular derivative of this approximate phase is ex-
pressed as

]fapp

]y
~y!5

2g/2

~y2yP!21~g/2!2 . ~6!

We obtain, from Eq.~6!

]fapp

]y
~yP!52

2

g
. ~7!

The numerical results presented above and in Fig. 5 confirm
the validity of the latter equation. Therefore, the phase gra-
dient method appears to be a simple method to obtain the
angular poles of the reflection coefficient accurately, when
their imaginary parts are small~generally lower than 1°!
compared to their real parts.

Now, let us consider the case when the real part of a
complex angular root of the water-loaded plate dispersion
equation differs significantly from the closest real root of the
unloaded plate dispersion equation. Atf 51.29 MHz, CAI (y)
is null for u52° (y50.034 899), andAI (yI ) is null for uI P

5(2.69131 j 1.7982)° oryI P50.046 981 j 0.031 355. These
results are referred to as case 1, in the following. These roots
correspond, respectively, to modes A3 and LA3 .

Figure 6~a! shows the plot of the exact angular phase
derivative, versus real angle, in the vicinity of mode LA3.
The solid vertical line indicates the real part of the complex
root and the horizontal one the opposite of the inverse of its
imaginary part. We notice that the curve minimum is still
located at the real part of the complex root@significantly
different from the real root ofCA(y)#, but the modulus of the
minimum amplitude is quite different from the inverse of the
imaginary part. Numerically, the minimum amplitude allows
us to obtain the value of this imaginary part with an error of
about 10%. This is due to the fact that the pole imaginary
part ~greater than 1°! is of the same order as its real part.
Although not dramatically incorrect in this case, the phase

FIG. 5. Plot of the exact angle phase derivative]f/]y, versus incidence
angle, at the vicinity of mode LA3 , at f 51.5769 MHz.

FIG. 6. ~a! Plot of the exact angle phase derivative]f/]y, versus incidence
angle, in the vicinity of mode LA3 , at f 51.29 MHz. ~b! Plot of the exact
angle phase derivative]f/]y, versus incidence angle, in the vicinity of
mode LS28 , at f 5600 kHz. ~c! Plot of the exact angle phase derivative
]f/]y, versus incidence angle, in the vicinity of modes LA28 and LA3 , at
f 5929 kHz.
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gradient method is insufficiently accurate to completely char-
acterize the complex angular pole or the angular resonance.

The PGM also allows us to detect complex roots whose
imaginary part is negative. For example, atf 5600 kHz,
SI (yI ) is null for uI P5(2.3072 j 1.0176)° or yI P50.040 26
2 j 0.017 75. This root is assigned to mode LS28 . For this
frequency and in the vicinity of the pole,CS(y) is null for
uS152.18°. This root is assigned to the S1 Lamb mode.
These results are referred to as case 2, in the following. In
Fig. 6~b!, the plot of the exact angular derivative versus real
angle, which exhibits a resonant Breit–Wigner shape,
reaches its maximum at the real part ofuI P and not atuS1.
Equation~6! clearly indicates that the imaginary part ofyI P ,
i.e., the half-width of the associated angular resonanceg/2, is
negative. Unfortunately, the maximum amplitude only allows
us to obtain the value of the imaginary partyI P with a preci-
sion of about 10%. It is still due to the fact that the pole
imaginary part is large compared to the real part.

A final example is given to demonstrate the possible lack
of accuracy of the classical PGM. Atf 5929 kHz, AI (yI ) has
two roots:uI P15(1.09251 j 5.0145)°, assigned to mode LA3

and uI P25(0.39322 j 2.507)°, assigned to mode LA28 . In
Fig. 6~c! the plot of the exact angular derivative shows a
maximum, located at the real part ofuI P1. Because the imagi-
nary part of this root is positive, we expected to observe a
minimum and not a maximum. Moreover, the maximum am-
plitude corresponds neither to the imaginary part ofyI P1 nor
to the one ofyI P2 ~yI P1,2 are the complex sine values associ-
ated with the complex anglesuI P1,2!. It should be noticed that
this case corresponds to a very limited case~the imaginary
parts are too large!, for which it is unrealistic to expect ac-
curate results.

As a partial conclusion, we can say that the classical
PGM is very efficient, but only when the dispersion curves
of the leaky Lamb modes and the ones of the Lamb modes
are superimposed. As soon as this condition ceases to be
fulfilled even in a minor way, this method loses its efficiency
and may even become totally inaccurate. For this reason, an
improvement of this classical method is developed in the
following section.

IV. THE COMPLEX PHASE GRADIENT METHOD

The lack of accuracy of the classical PGM mainly oc-
curs when a complex root assigned to a generalized leaky
Lamb mode differs from the real root assigned to the corre-
sponding Lamb mode. Thus, we now consider the reflection
from the immersed plate, when it is insonified by an evanes-
cent plane wave whose wave vector is complex~its imagi-
nary part being perpendicular to the real part!. In other
words, we consider an incident wave impinging on the plate
at a complex incidence angle.19

A. Basis of the method

We consider now a complex incidence angle at a fixed
frequency, denoted asuI 5u81 j u9, whose sine is denoted as
yI 5y81 jy9. Formally, to take into account a complex angle
does not change the expression of the reflection coefficient

given in Eq.~1!, but the functionsCA,S(yI ) andt(yI ) become
complex, as well as the numerator ofRI (yI ). We write the
reflection coefficient as

RI ~yI !5
NI ~yI !

AI ~yI !•SI ~yI !
. ~8!

In this way, the whole phase of the reflection coefficient,
taking into account the antisymmetric and symmetric com-
plex poles and the complex zeros, can be written as

f~yI !5fNI ~yI !2fAI ~yI !2fSI ~yI !, ~9!

where

fXI ~yI !5a tanS XI~yI !

XR~yI ! D , XI ~yI !5NI ~yI !,AI ~yI !,SI ~yI !.

~10!

The subscripts R and I indicate, respectively, the real and
imaginary parts of the complex functionXI (yI ).

The complex PGM consists of studying the partial de-
rivative of f(yI ) with respect to the real part ofyI , namely
y8. This derivative can be written as the sum of three terms

]f

]y8
5

]fNI

]y8
2

]fAI

]y8
2

]fSI

]y8
, ~11!

where

]fXI

]y8
5

XR

]XI

]y8
2XI

]XR

]y8

XR
21XI

2 . ~12!

Their analytical expressions are too long to be reproduced in
this paper.

In the vicinity of a complex zero or a complex pole of
RI (yI ), the corresponding complex functionXI (yI ) is null and
the phase derivative]f/]y8 is about to exhibit a sharp tran-
sition between1` and 2`. So, a 3D representation of
]f/]y8 or of its modulus in the complex angle plane makes
it possible to localize the zeros and the poles ofRI (yI ) easily.
Theoretically, according to Eq.~11! we can separate in the
whole phase derivative the term corresponding to either
complex zeros, antisymmetric poles or symmetric poles, and
achieve the 3D plot of each phase derivative component
separately.

It can be shown that the pole2yI P is associated with
each poleyI P and both the zero2yI Z and the conjugate zero
yI Z* are associated with each angular zeroyI Z ~the asterisk
denotes the complex conjugate!. If the 3D representation in
the complex angle plane is limited to the complex angles
whose real part is positive, we can distinguish a pole from a
zero, thanks to the second property of the complex zero. On
the contrary, nothing can differentiate an antisymmetric pole
from a symmetric one.

In the following, we use this new method to study dif-
ferent cases for which the PGM lacks efficiency.

B. Pole real parts different from real zeros of RO

In this subsection, we study case 1 of Sec. III by means
of the complex PGM. In Fig. 7~a! for a fixed frequencyf
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51.29 MHz, we present the 3D plot of the modulus of
@]f/]y8#(uI ), for complex angle real partsu8 ranging from
1° to 4°, and imaginary partsu9 from 23° to 3°, in order to
detect a complex pole assigned to the LA3 mode. In this
figure, we can observe two peaks of very large amplitude
with respect to the background level~this amplitude has no
real meaning: theoretically, it tends to infinity, but numeri-
cally, its depends on the calculation step!. A cursor allows us
to determine the exact loci of the peaks. The peak located on

the real axis atu852° is associated with a real zero ofRI (uI )
@corresponding to a real zero ofCA(uI )#; it can be assigned to
mode A3. The second peak located at (u8,u9)
5(2.69°,1.8°) corresponds to a pole assigned to mode LA3.
Therefore, contrary to the PGM, the complex PGM allows us
to determine both pole real and imaginary parts precisely. In
Fig. 7~b!, we present a cross section of Fig. 7~a! @in fact, a
2D plot of @]f/]y8#(u8), not of its modulus#, for which u9
corresponds exactly to the imaginary part of the complex
pole detected. This plot of@]f/]y8#(u8) ~the solid line! ver-
susu8 exhibits two phenomena. First, we obviously observe
a clear-cut transition related to the pole, whenu852.69°,
and second, we observe a minimum located at the real zero
u852°, indicated by a dotted vertical line whose amplitude
is nearly the opposite of the inverse of the imaginary part of
the pole~indicated by the horizontal line!. This result is sur-
prising because the value of the pole imaginary part is not
obtained in the close vicinity of the pole itself, but at the zero
location. Even though they are not very close, this result
show that the zeros and poles are connected.

We can explain this latter observation by expanding the
RST approximation as it is valid on the real-angle axis in the
complex angle plane. Indeed, in the vicinity of an isolated
complex poleyI P5sinuIP , but which contains a complex zero
yI Z5sinuIZ , the reflection coefficient can be modelized by

RI app~yI !5
yI 2yI Z

yI 2yI P
. ~13!

The phase derivative of this approximate reflection coeffi-
cient can be written as

]fapp

]y8
~yI !52

Im~yI 2yI Z!

Re2~yI 2yI Z!1Im2~yI 2yI Z!

1
Im~yI 2yI P!

Re2~yI 2yI P!1Im2~yI 2yI P!
. ~14!

In Fig. 7~b!, we have fixed the imaginary part ofuI at the
value of the pole imaginary part Im(uIP). Hence, we have to
write

yI 5sinu8 cosh~ Im~uI P!!1 j cosu8 sinh~ Im~uI P!!.

Consequently, when Re(uI)5Re(uIZ), we obtain

]fapp

]y8
(sin~Re~uI Z!!cosh~ Im~uI P!!1 j cos~Re~uI Z!!sinh~ Im~uI P!!)

52cos~Re~uI Z!!~sinh~ Im~uI P!!2sinh~ Im~uI Z!!!Y S sin2~Re~uI Z!!S cosh~ Im~uI P!!

2cosh~ Im~uI Z!! D 2

1cos2~Re~uI Z!!S sinh~ Im~uI P!!

2sinh~ Im~uI Z!! D 2D
1sinh~ Im~uI P!!~cos~Re~uI Z!!2cos~Re~uI P!!!Y S cosh2~ Im~uI P!!S sin~Re~uI Z!!

2sin~Re~uI P!! D 2

1sinh2~ Im~uI P!!S cos~Re~uI Z!!

2cos~Re~uI P!! D 2D . ~15!

FIG. 7. ~a! 3D plot of the exact phase derivative]f/]y8, in the complex
angle plane, in the vicinity of modes A3 and LA3 , at f 51.29 MHz. ~b! Plots
of the exact phase derivative]f/]y8 ~solid line! and of the approximate
phase derivative]fapp/]y8 ~dashed line!, versus real part of the complex
incidence angleu8, u95Im(uLA3

), at f 51.29 MHz.
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Assuming that the complex pole and zero are very close, it
can be shown numerically that, on one hand, the first term of
the preceding equation is predominant, and, on the other
hand, the first term of its denominator can be neglected. So,
we can write

]fapp

]y8
~sin~Re~uI Z!!cosh~ Im~uI P!!

1 j cos~Re~uI Z!!sinh~ Im~uI P!!!

.2
1

cos~Re~uI Z!!•~sinh~ Im~uI P!!2sinh~ Im~uI Z!!!
.

~16!

If, in addition uI Z is real, we obtain

]fapp

]y8
~sin~Re~uI Z!!cosh~ Im~uI P!!

1 j cos~Re~uI Z!!sinh~ Im~uI P!!!

.2
1

cos~Re~uI Z!!sinh~ Im~uI P!!
. ~17!

If Re(uIZ) is very close to Re(uIP), we find finally

]fapp

]y8
~sin~Re~uI Z!!cosh~ Im~uI P!!

1 j cos~Re~uI Z!!sinh~ Im~uI P!!!

.2
1

cos~Re~uI P!!sinh~ Im~uI P!!
52

1

Im~yI P!
. ~18!

In Fig. 7~b!, we have added the plot of the approximate
phase derivative derived from Eq.~14!; one may observe the
close agreement between the two curves.

C. Poles with large negative imaginary parts

In this subsection, we study case 2 of Sec. III by means
of the complex PGM. In Fig. 8~a!, at a fixed frequency of f
5600 kHz, we present the 3D plot of the modulus of
@]f/]y8#(uI ), for real partsu8, ranging from 0° to 13°, and
imaginary partsu9, from 22° to 2°, in order to detect the
complex poles assigned to modes LS1 and LS28 . The exact
calculations give uI LS1

5(11.121 j 0.307)°, uI LS
28
5(2.307

2 j 1.018)°, and real zeros can be observed atu8511.113°
andu852.186°. The 3D plot of Fig. 8~a! does indeed show
two peaks on the real-angle axis and two other peaks corre-
sponding to the poles at the positions predicted by the exact
calculations. A cross section of Fig. 8~a! whenu9 is fixed at
Im(uILS

28
) is presented in Fig. 8~b!. We obtain a sharp transi-

tion when u85Re(uILS
28
) and a maximum located atu8

52.186°, which is the locus of the closest real zero. The
horizontal line indicates the opposite of the inverse of the
imaginary part. We note that the maximum amplitude does
not reach the horizontal line. The approximate phase deriva-
tive @]fapp/]y8#(u8) of Eq. ~14!, plotted in a dashed line,
shows a maximum whose amplitude corresponds to the op-
posite of the inverse of the imaginary part. The model of the
reflection coefficient, chosen in Eq.~13!, dealing with only

one pole and one zero, is in that case too poor and the ap-
proximate phase derivative@]fapp/]y8#(u8) does not accu-
rately coincide with the exact one. If the pole is not isolated,
this model may be enriched by taking into account the clos-
est pole and zero. When the poleyI P and the zeroyI Z are
relatively close to the imaginary angle axis, as is the case
here, an improvement of the model consists of taking into
account the pole2yI P and the zero2yI Z . In this model with
two zeros and two poles, the approximate factorized expres-
sion of the reflection coefficient can then be written as

RI 2app~yI !5
~yI 2yI Z!~yI 1yI Z!

~yI 2yI P!~yI 1yI P!
. ~19!

FIG. 8. ~a! 3D plot of the exact phase derivative]f/]y8, in the complex
angle plane, in the vicinity of modes S1 , S2 , LS1 , and LS28 , at f
5600 kHz. ~b! Comparison of the plots of the exact phase derivative
]f/]y8 ~solid line! and of the approximate phase derivative]fapp/]y8
~dashed line!, versus real part of the complex incidence angleu8, u9
5Im(uILS28

), at f 5600 kHz. ~c! Comparison of the plots of the exact phase

derivative ]f/]y8 ~solid line! and of the approximate phase derivative
]fapp2/]y8 ~dashed line!, versus real part of the complex incidence angle
u8, u95Im(uILS28

), at f 5600 kHz.
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The phase derivative of this approximate reflection coeffi-
cient, denoted as@]f2app/]y8#(yI ), is quite complicated, and
anyway cannot give the imaginary part of the angular pole
analytically in a simple way. However, we have tested the
validity of this model by comparing the plots of the exact
phase derivative@]f/]y8#(u8) and of@]f2app/]y8#(u8), in
Fig. 8~c!. One may observe the quite close agreement of the
two plots.

D. Poles close to complex zeros of R

We can consider the case whenRI (yI ) actually shows a
complex pole and a close complex zero. Atf 5500 kHz,
according to the dispersion curves of Fig. 4, we can detect
the leaky Lamb modes LS1 and LS28 , and the complex Lamb
modes CS1 and CS28 ~close to complex zeros ofRI (yI )!. The
exact calculations giveuI LS1

5(11.06111 j 7.655)°, uI LS
28

5(9.1332 j 9.0985)°, uI CS1
5(10.02751 j 8.3985)°5uI CS

28
*

for the different modes, anduI Z15(10.0731 j 8.3689)°
5uI Z2* for the zeros ofRI . We may notice that the complex
zeros ofRI do not correspond exactly with the complex zeros
of CS . Figure 9~a! shows the 3D plot of@]f/]y8#(uI ), in a
region whereu8 ranges from 9° to 12°, andu9 from 210° to
10°. We observe two peaks located at complex conjugate
angles which are assigned to the complex zeros of the reflec-
tion coefficient, and two other peaks located at the complex
angles associated with modes LS1 and LS28 .

In Fig. 9~b!, u9 being fixed to Im(uILS1), the exact de-
rivative @]f/]y8#(u8) and the approximate one
@]fapp/]y8#(u8) are plotted versusu8. The agreement be-
tween the two plots is good. We observe a transition indicat-
ing the real part of the poleuI LS1

and a maximum located at
the real part of the zerouI Z1 ~indicated by a vertical line!.
Once again, we verify that when an isolated pole and the
closest complex zero ofRI (yI ) are far from the axis of the
imaginary angles, a model with one pole and one zero is
sufficient to simulate the exact phase derivative efficiently.
Even if the angular pole and the angular zero are not very
close, we have checked the validity of the approximate rela-
tion @Eq. ~16!#. In Fig. 9~b!, the horizontal line indicates
the value of 21/@cos(Re(uIZ1))(sinh(Im(uILS1

))
2sinh(Im(uIZ1)))#; we can remark that it nearly corresponds
to the maximum of@]f/]y8#(u8), which is located at the
real part of the zerouI Z1 .

E. Poles close to imaginary poles of R

As a last example, we consider the case whenRI exhibits
an imaginary zero and a close complex pole. Atf
51.1 MHz, we can detect two conjugate imaginary roots of
CA , atuI 56 j 7.055 799°~the positive one being assigned to
mode CA3

1!, two conjugate zeros of RI at uI
56 j 7.052 416°, and a complex root ofAI , at uI
5(0.666 051 j 7.085 95)° ~which is assigned to the mode
LA3!. No leaky Lamb root with a negative imaginary part
can be found. Figure 10 shows the 3D plot of the exact phase
derivative,@]f/]y8#(uI ), in a region whereu8 ranges from
0° to 2°, andu9, from 210° to 10°. We can, in fact, observe
two peaks located on the imaginary axis at conjugate loci
which can be assigned to the imaginary zeros ofRI , and
another peak located atuI 5(0.671 j 7.1)°, corresponding to
mode LA3. No other peak is observed.

In this section, we have chosen cases for which the PGM
loses accuracy, especially in the exact evaluation of pole
imaginary parts. All the examples shown, using the complex
PGM, prove that this new method is well adapted to the
accurate evaluation of the poles as well as the zeros of the
reflection coefficient.

FIG. 9. ~a! 3D plot of the exact phase derivative]f/]y8, in the complex
angle plane, in the vicinity of modes S1 , S2 , LS1 , and LS28 , at f
5500 kHz.~b! Plot of the exact phase derivative]f/]y8, versus real part of
the complex incidence angleu8, u95Im(uILS1

), at f 5500 kHz.

FIG. 10. 3D plot of the exact phase derivative]f/]y8, in the complex angle
plane, in the vicinity of modes CA3 and LA3 , at f 51.1 MHz.
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V. CONCLUSIONS

In this paper, we have been interested in obtaining the
angular poles of the reflection coefficient of an elastic plate
immersed in a fluid. These poles are associated with the
leaky Lamb modes. Thanks to several examples, it has been
recalled that the dispersion curves of the Lamb modes result-
ing from the search for the real roots of the unloaded plate
dispersion equation are insufficient to predict the dispersion
curves of all the leaky Lamb modes. The search for the com-
plex angular roots of the water-loaded plate dispersion equa-
tion assigned to the leaky Lamb modes may be quite tedious,
and the choice of a good guess is often crucial.

This is why an alternative method was presented in a
previous paper: the ‘‘classical’’ phase gradient method. The
efficiency of this method has been recalled in the present
paper. This method is even more accurate when the pole is
close to a real zero of the reflection coefficient. When the
pole imaginary part is large or when the closest zero to the
pole is also complex, the value obtained for the imaginary
part is less reliable. Therefore, an improvement of this ‘‘clas-
sical’’ method has been presented in this paper.

The complex phase gradient method consists in plotting
the exact phase derivative of the reflection coefficient at a
real frequency, in the complex angle plane, with respect to
the real part of the sine of an incidence angle, considered as
complex. This method allows us to determine the loci of the
complex angular poles accurately, as well as the complex
angular zeros of the reflection coefficient. Thanks to this
method, we can eliminate the problem of the choice of a
good guess, provided that the region of the complex angle
plane in which we are looking for the poles and zeros is wide
enough.

The complex phase gradient method can be viewed as a
simple, accurate, alternative method of finding the general-
ized leaky Lamb modes which are assigned to the angular
poles of the reflection coefficient of a plate.

Provided that the phase and its partial derivatives may
be obtained analytically, this method is not limited to plane
geometries, and work is currently in progress in order to
apply it to cylindrical and spherical geometries.
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APPENDIX:
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wherecL is the bulk longitudinal phase velocity in the plate,
cT is the bulk transverse phase velocity in the plate,cF is the
bulk phase velocity in the fluid,rS andrF are the densities
of the plate and the fluid.
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Pressure gradients drive the motion of microbubbles relative to liquids in which they are suspended.
Examples include the hydrostatic pressure due to a gravitational field, and the pressure gradients in
a sound field, useful for acoustic levitation. In this paper, the equations describing the coupled
dynamics of radial oscillation and translation of a microbubble are given. The formulation is based
on a recently derived expression for the hydrodynamic force on a bubble of changing size in an
incompressible liquid@J. Magnaudet and D. Legendre, Phys. Fluids10, 550–556~1998!#. The
complex interaction between radial and translation dynamics is best understood by examination of
the added momentum associated with the liquid motion caused by the moving bubble. Translation
is maximized when the bubble collapses violently. The new theory for coupled collapse and
translation dynamics is compared to past experiments and to previous theories for decoupled
translation dynamics. Special attention is paid to bubbles of relevance in biomedical applications.
© 2002 Acoustical Society of America.@DOI: 10.1121/1.1502899#

PACS numbers: 43.25.Ts, 43.25.Yw@MFH#

I. INTRODUCTION

In this paper, we consider the nonlinear dynamics of
microbubble translation in an acoustic field. Such a study
will find application in several areas, which we now briefly
mention.

In medicine, microbubbles injected into the blood
stream are commonly used in both diagnostic and therapeutic
applications of ultrasound. In a diagnostic mode, bubbles are
used as image contrast agents, their acoustic echoes being
substantially different from that of human tissue.1 Bubbles
can be used to determine the volume flow rate of blood
through an artery. One possible concern in application of this
technique was recently identified by Daytonet al.,2 who de-
scribed the drift of bubbles excited using acoustic waves.
They discovered that this drift toward the wall of the vessel
was followed by bubble aggregation. These bubble clusters
have different echo characteristics than their constituent
parts, as well as having echoes different from that of a larger
single bubble.

In a second medical application, bubbles are used to
carry reagents to the site of tumor tissue, for example, or to
the known location of a blood clot.3 Once they reach their
target, the bubbles are acoustically excited to a violent col-
lapse, releasing reagents transported within the bubble that
can combat the tumor4 or clot. The targeting of microbubbles
could be further improved by intelligent use of the acoustic
force.

Much has been learned about the translational dynamics
of microbubbles from acoustic levitation. In this technique,
an acoustic standing wave is used to trap a bubble at a par-
ticular location despite the influence of buoyancy.5,6 Bubbles

of sufficiently small radius are drawn toward the antinodes of
the standing pressure wave, whereas bubbles of larger radius
are attracted to the nodes. The stability of positional equilib-
ria is determined in part by the direction of the primary
Bjerknes force acting on a bubble displaced from an equilib-
rium. The Bjerknes force is the resultant force due to the
pressure gradient acting over the surface of an object sub-
merged in a liquid. In the case of a spherical object, the
primary Bjerknes force is easily derived:7

FB52V~ t !¹P`~X,t !, ~1!

whereV(t) is the volume of the sphere, andP`(X,t) is the
pressure in the liquid. In a standing wave, the pressure is a
separable function of position and time.

A bubble driven at less than its resonant frequency~sub-
resonant forcing! will oscillate in phase with the forcing. A
bubble driven at greater than its resonant frequency~super-
resonant forcing! will oscillate out of phase: its radius in-
creases when the pressure is increasing. Hence the time-
averaged Bjerknes force will have opposite sign for sub- and
super-resonant forcing.

If a bubble translates within the liquid to the nodes~or
antinodes! of a standing pressure wave, it is necessary to
consider drag forces along with the Bjerknes force to deter-
mine the precise motion of the bubble. The recent paper by
Parlitzet al.8 is the most complete study to date of the trans-
lation dynamics of bubbles submerged in a fluid; the primary
focus of that paper is to understand how the spatial structure
of a multi-bubble cloud forms in a standing wave. In addition
to viscous drag and the primary Bjerknes force on a test
bubble, the authors take into account the secondary Bjerknes
force, associated with the acoustic radiation emitted from a
nearby bubble. In developing their equations of motion, Par-
litz et al. time average the full equations of motion, utilizing
the assumption that translation occurs at a much slower time

a!Author to whom correspondence should be addressed. Electronic mail:
aszeri@me.berkeley.edu
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scale than the radial dynamics. The consequence of such an
assumption is that only average radial quantities are used to
compute the translation dynamics. Time averaging was nec-
essary because Parlitzet al. used an expression for the drag
force that is a function of the average speed and radius of the
bubble. This expression was found by Crum5 to match well
the experimental data for weakly forced bubbles.

In the present paper, we make use of a new expression
for the hydrodynamic force on a bubble developed by Mag-
naudet and Legendre9 to formulate the equations of motion
for the coupled dynamics of radial and translational motions
of a microbubble driven by a pressure field. At sufficiently
small driving pressure amplitudes, the predictions of the
present theory are in accord with the prior work mentioned
above. However, we show that averaging must be done with
care, particularly at elevated forcing. It is not in general ap-
propriate when the bubbles suffer violent radial collapses to
decouple the radial and translational motions of the bubble.
In fact, we find that such bubbles lurch forward during radial
collapse but are otherwise virtually motionless. These obser-
vations lead to a better understanding of the mechanisms
leading to bubble translation.

II. EQUATIONS OF MOTION

The equations governing the bubble dynamics are intro-
duced in this section. First, the well-known Raleigh–Plesset
equation~RPE! determines the bubble radial responseR(t)
to a general forcingP`(X,t). The equation governing bubble
translationX(t) is then derived using the balance of linear
momentum. The translation equation includes acoustic and
drag forces, and takes into account changes in bubble vol-
ume. The radial and translational equations of motion are
coupled.

A. Radial equation of motion

We shall make use of the RPE of Mosset al.10 in this
paper:

Ṙ~ t !R̈~ t !1
3

2
Ṙ2~ t !5

1

r FPl~ t !2P`~ t !1
R~ t !

cl

d

dt
~Pl2P`!G .

~2!

This form of the RPE is suitable for strongly collapsing mi-
crobubbles, as the derivation takes into account both liquid
and gas compressibility. Here the pressurePl(t) in the liquid
at the bubble wall is given as

Pl~ t !5Pg~ t !1
R~ t !

3cg~ t !

d

dt
Pg2

4mṘ~ t !

R~ t !
2

2s

R~ t !
, ~3!

where the gas pressure inside the bubble isPg(t)
5Pg0„R0 /R(t)…3k, and the sound speed in the gas iscg(t)
5cg0„R0 /R(t)…3(k21)/2. R0 is the equilibrium bubble radius.
The polytropic exponent is taken to bek51 when R(t)
.R0 andk5g the ratio of specific heats whenR(t),R0 .

The far-field driving pressure~in the present case, from
an acoustic traveling wave! is

P`~X,t !5P0@11Pa sin„2pX~ t !/l22p f dt…#. ~4!

For air bubbles in water or blood, the material properties are
shown in Table I. The ambient pressure isP0

51 013 250 g/(cm s2). The initial internal gas pressure,Pg0 ,
is given by Pg05P02Pv12s/R0 where Pv is the vapor
pressure at the ambient temperature. For the forcing condi-
tions and bubble sizes considered in the present work, stabil-
ity to nonspherical shape disturbances may be assumed.11

B. Equation of motion governing translation

Magnaudet and Legendre9 develop in detail an expres-
sion for the hydrodynamic force acting on a bubble of chang-
ing radius translating with respect to the surrounding incom-
pressible liquid. The authors introduce two dimensionless
parameters of relevance here: the translation Reynolds num-
ber Re5rR(t)uU(t)u/m and the ratio of the radial velocity to
the translation velocityU5uṘ(t)/U(t)u. We note thatU(t) is
the liquid velocity in the far field relative to the bubble. The
absolute velocity of the liquid~relative to an inertial frame!
is Ua(t)5Ẋ(t)1U(t), where X(t) is the position of the
bubble in the inertial frame. Only one dimension of transla-
tional motion is considered in the present work.

Magnaudet and Legendre develop two different expres-
sions for the force on a bubble translating relative to the
surrounding liquid and changing in size. WhenU Re!1 and
Re!1, i.e., when the bubble is slowly translating with slow
radial dynamics, the expression for the hydrodynamic force
on the bubble is

FH~ t !54pmR~ t !U~ t !1
2p

3
r

d

dt
„R~ t !3U~ t !…

1
4p

3
rR~ t !3U̇a~ t !1FBB . ~5!

The first term in~5! is the Stokes-like drag term in the limit
of small Reynolds number. Because neither the bubble radius
nor the translation velocity is constant, the associated flow in
the fluid is also variable in time; this leads to the second
~added mass! term. The third term in~5! is an inertial force
due to the fact that the expression for the drag was derived in
the noninertial frame translating with the bubble~see Refs. 9
and 12!. The fourth termFBB is the history force, analogous
to the Basset–Boussinesq force on a sphere, which arises
owing to the wake behind the bubble:

FBB58pmE
0

t

w~s,t !
d

ds
@R~s!Ẋ~s!# ds, ~6!

where the weight function,w(s,t) is given by

TABLE I. Material properties used in water and blood calculations.

Property Symbol Water Blood

Density r ~g/cm3! 0.998 1.005
Surface tension s ~g/s2! 72.8 69.56
Viscosity m ~g/cm•s! 0.001 0.004
Sound speed cl ~cm/s! 148 470 146 070
Temperature ~C! 20 39.6
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w~s,t !5expF9nE
s

t 1

R~ ŝ!2 dŝGerfcFA9nE
s

t 1

R~ ŝ!2 dŝG .

~7!

WhenU Re@1 or Re@1 the hydrodynamic force on the
bubble is

FH~ t !512pmR~ t !U~ t !1
2p

3
r

d

dt
„R~ t !3U~ t !…

1
4p

3
rR~ t !3U̇a~ t !. ~8!

We emphasize that this latter form is valid when either
U Re@1 or Re@1; Magnaudet and Legendre make the point
that whenU Re@1, the ratio of inertial to viscous effects is
properlyU Re and not simply Re. Note that there is no his-
tory force in the limitU Re@1 or Re@1, but that the first
term in ~8! is three times greater than in the limitU Re!1
and Re!1. Magnaudet and Legendre verify these expres-
sions for drag by comparing to numerical integrations of the
full unsteady Navier–Stokes equations in several
situations.9,13 As we show below, they are also verified by
comparison to data from acoustic levitation experiments.

A balance of fluid momentum in the far field~in the
acoustic limit! gives

rU̇a'2¹P` . ~9!

This enables one to write the final term in~8! as the Bjerknes
force,2V¹P` . In assembling the balance of linear momen-
tum for the bubble, which is simplyFH50, two assumptions
are made:~i! the mass of the gas within the bubble is negli-
gible, and~ii ! when the bubble is strongly forced, the appro-
priate limit isU Re@1. The second assumption will be justi-
fied shortly. The equation governing bubble translation is
readily determined to be

2p

3
r

d

dt
~R~ t !3

„Ua~ t !2Ẋ~ t !…!

5
4p

3
R~ t !3¹P`„X~ t !,t…212pmR~ t !„Ua~ t !2Ẋ~ t !….

~10!

This equation is related to Eq.~34! of Ref. 13, except for the
application to the case of acoustic forcing.

III. RESULTS AND DISCUSSION

A. Illustrative simulations

The motion of the bubble is characterized by two
coupled second-order ordinary differential equations
~ODEs!, whose solution may be determined numerically.
Several natural scales can be used to define dimensionless
variables (j,r ,t):

X[R0j, R[R0r , t[
1

f n
t, ~11!

where f n is the natural frequency. Integration of the~dimen-
sionless forms of the! coupled differential equations~2! and

~10! is performed numerically. The integrations start from a
quiescent state.

The first observation is that for acoustic traveling wave
driving of microbubbles in water or blood at MHz frequen-
cies, the bubble translation velocity and radial dynamics
quickly become periodic with the forcing. Following a short
transient time, usually less than ten cycles of forcing, the
bubble moves a fixed distance over each ensuing cycle of
forcing with a small oscillation about a uniform translation
velocity. This was also observed in the~standing wave! ex-
periments of Crum and Eller.14 We note that because the
acoustic wave moves much faster through the fluid than the
bubble, the acoustic pressure terms in the equations of mo-
tion can be evaluated at the averaged bubble position, intro-
ducing only a minor error.

B. The appropriate limit of URe

In order to assess which form one should use for the
force ~5! or ~8!, we consider two typical cases: a mild col-
lapse and a more violent collapse. These correspond to mod-
erate super-resonant forcing and subresonant forcing, respec-
tively. A R052 mm bubble has a natural frequency of about
1.69 MHz. In the super-resonant case with mild radial dy-
namics, the bubble is excited at frequency ratiof r5 f d / f n

52.5 andPa51 ~Figs. 1 and 2!. In the subresonant case
with a more violent collapse, the excitation isf r50.5 and
Pa51 ~Figs. 3 and 4!. In both cases the calculations we
report were made with~8!.

FIG. 1. Steady-state radial and translation response of a bubble (R0

52.0mm) to a single period of mild, super-resonant traveling wave excita-
tion (f r52.5,Pa51), after 29 periods of forcing.
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In the mild, super-resonant case, the radial oscillation is
nearly sinusoidal in time. The translation velocity varies
gradually, with Re,1 throughout the cycle andU Re peaking
at about 5~Fig. 2!. According to the verification calculations
by Magnaudet and Legendre, this case is within the range
where~5! is accurate. We note, however, that the use of~8!
gives very similar answers.

In the more violent subresonant case, the picture is
rather different. The bubble translation velocity is observed
to be greatest during the strong radial collapse; see Fig. 3.
We found in general that the more violent the radial collapse,
the greater the peak translation velocity. In general, subreso-
nant excitation causes much more violent collapses than
super-resonant excitation of a similar magnitude. In this case,
U Re is about 40 when the bubble is rapidly translating dur-
ing the collapse. According to the verification calculations by
Magnaudet and Legendre, this case is within the range where
~8! is accurate.

It is worth considering, briefly, what happens when the
bubble suddenly lurches forward during radial collapse. We
shall refer to the terms in~10! as follows: R3(t)„Ua(t)
2Ẋ(t)… is the added momentum, 12pmR(t)„Ua(t)2Ẋ(t)…
is the viscous drag, and the last term2V(t)¹P` is the
Bjerknes force. First, we remark that it is the Bjerknes force
that prevents the bubble from simply moving with the fluid
in the acoustic wave. As the bubble grows, the magnitude of
the Bjerknes force increases, due in part to the greater sur-
face area upon which the pressure gradient acts. However,
because a large bubble pushes more fluid when it moves, the

bubble translates only slowly at large radii. During bubble
growth, the added momentum of the displaced fluid increases
considerably. Upon collapse, the Bjerknes force is small
enough to be negligible. Because the radius decreases rapidly
and the added momentum decreases only slowly due to vis-
cous dissipation, the translation speed increases dramatically
in the collapse. The process described here is analogous to
the changes in angular momentum and angular velocity of an
ice skater as she draws in her arms in order to spin faster.
Although the angular momentum is slowly decreasing due to
dissipation, the moment of inertia decreases more rapidly as
she draws in her arms; consequently the angular velocity
increases briefly. However, the dissipation eventually domi-
nates, and the skater slows to a stop.

Based on these representative simulations, we conclude
that it is better to use the second expression for the force on
the bubble~8! in all cases for two reasons:~i! it is reasonably
accurate for microbubbles at MHz frequencies, even when
U Re!1 and Re!1, and ~ii ! if there are violent collapses,
then almost all of the translation occurs when Re@1 and
U Re@1; outside of the collapse, both~5! and ~8! predict
virtually zero translational velocity. Thus, for the remainder
of this paper, only~8! is used; Eq.~10!, then, is the equation
of motion.

C. Comparison with existing experimental data in the
case of mild collapses

A further verification of the present work can be ob-
tained by comparison with the pioneering experiments of

FIG. 2. Evolution of Re and the productU Re, versus time for the bubble in
Fig. 1.

FIG. 3. Same as Fig. 1, but for a single period of subresonant traveling wave
excitation (f r50.5,Pa51). Bubble displacement is greatest during the vio-
lent radial collapse.
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Crum and Eller,14 which concern mild subresonant acoustic
forcing. We find good agreement between the average veloc-
ity calculated using the present equations and the results ob-
tained by Crum and Eller~presented in their Fig. 3!. As one
expects in this weakly forced case, the average velocity com-
puted using~8! overpredicts the drag, and therefore under-
predicts the average velocity. The average velocity computed
using ~5! with FBB50 underpredicts the drag, and therefore
overpredicts the average velocity. In other words, the Basset
term FBB does play a role in these weakly forced bubbles.
These findings constitute an experimental verification of the
expression for the hydrodynamic force due to Magnaudet
and Legendre, and of the equation of motion of the bubble
for the case whenU Re!1 and Re!1. For completeness, it is
worth mentioning that in their analysis, Crum and Eller lin-
earize the radial dynamics, neglect the added mass term, and
use a drag force based on the average bubble radius.

To aid in further discussion, we now consider a bubble
driven in a steady way by a traveling wave, which achieves a
uniform translation velocity plus a small periodic oscillation
at steady state:

X~ t !5V̄t1X̃~ t !, ~12!

where X̃(t)[X̃(t1T) serves to defineX̃(t). If we assume
that the radial dynamics is periodic, and the absolute fluid
velocity Ua(t) is periodic at every spatial location, then the
hydrodynamic force on the bubble not attributed to the
Bjerknes force~i.e., the drag force! may be written in terms

of a drag coefficient @see Ref. 14 asCD5(^FH&
1^V¹P`&)/(2rV̄2p^R&2/2!# to give

CD5
48

ReC
F 11

^RX̃,t&

^R&V̄
2

^RUa&

^R&V̄
G , ~13!

where Crum’s Reynolds number was defined as ReC

52r^R&V̄/m.
Crum states that his experimental data for the drag on a

bubble agrees with the empirical formula of Haberman and
Morton:15

CD527.0 ReC
20.78. ~14!

In their recent paper, Parlitzet al.8 use a more convenient
~but equivalent! fit of Haberman and Morton’s expression for
the drag force. When the bubble doesnot undergo rapid ra-
dial collapses, the average of products of radial and transla-
tional factors in~13! is approximately equal to the product of
the averages. By virtue of the periodicity ofX̃ and of Ua ,
this yieldsCD'48/ReC, which is in agreement with~14! for
Reynolds numbers up to approximately 40. Hence in the case
of weak forcing with mild collapses, where we can decouple
the averageŝ RX̃,t&'^R&^X̃,t&50 and ^RUa&'^R&^Ua&
50, the force on the bubble agrees with the empirical for-
mula of Haberman and Morton used by Crum, and, in a
different form by Parlitzet al.

D. The case of strong collapses

Unfortunately there is no similar experimental data to
which we can compare the theory in the case of stronger
collapses. In order to obtain an idea of the magnitude of the
translation speeds one would expect, we show in Figs. 5 and
6 contour plots of the speed ofR052 mm bubbles driven at
frequency ratiof r and driving pressure amplitudePa in wa-
ter and in blood. One can see traces of the primary resonance
and 2

1 ultra-harmonic resonance in both figures, as well as the
1
2 subharmonic in the water~Fig. 5!; we refer the reader to the

FIG. 4. Evolution of Re and the productU Re, versus time for the bubble in
Fig. 3.

FIG. 5. Contour plot of the average linear speed of a 2-mm-radius bubble
versus the ratio of driving to natural frequenciesf r and the driving pressure
amplitudePa . The contours show speeds of 1, 5, 10, 20, 30, 40, 50, and 60
cm/s, with the lowest speeds at the lowestPa .
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classic paper by Lauterborn16 for a complete exposition of
these resonances. The fastest translation speeds are at the
main resonance, roughly 50 cm/s in water and 5 cm/s in
blood atPa51. These average speeds can be readily inter-
preted with the aid of the averaged translation dynamics
equation,

V̄52
^V¹P`&
12pm^R&

1
^ṘX̃&

^R&
1

^RUa&

^R&
. ~15!

Note that the second term has been integrated by parts, and
that we have neglected a small term of orderV̄T/l. We did
not compute translation speeds at higherPa in order to avoid
the parameter regime of shape instabilities11 and to keep
within the range where the Mach numbers of the collapses
are small. This was necessary because the theory for the
hydrodynamic force9 is developed for an incompressible liq-
uid. In all the calculations we report, the maximum~liquid!
Mach number of the collapses is about 0.05.

If one takes the decoupling approximation^RX̃,t&'^R&
3^X̃,t&50 and ^RUa&'^R&^Ua&50, then the omission of
the second and third terms in~15! is an error. These terms
can be dominant in the expression forV̄. For example, for
the parameters used in Figs. 3 and 4 (R052 mm,f r

50.5,Pa51), ~15! predicts a~large! average velocity ap-
proximately 35% in error if the second and third terms are
neglected. For the parameters used in Figs. 1 and 2 (R0

52 mm,f r52.5,Pa51), ~15! predicts a~small! average ve-
locity approximately 120% in error if the second and third
terms are neglected.

Finally, in Fig. 7 we repeat the calculation of Fig. 5, but
with only the first term of~15!. For relatively mild forcing
conditions, 2^V(t)¹P`&/(12pm^R&) suffices as an esti-
mate for V̄ and the traditional~decoupling! averaging
scheme may be used. At elevated forcing, the second and
third terms becomes increasingly important.

IV. CONCLUSIONS

The purpose of this paper has been to introduce the
equations coupling translational motion to the radial re-
sponse of a bubble subject to acoustic forcing. The behavior
of a strongly collapsing, translating bubble is as follows: at
large radius, the Bjerknes force increases the momentum of
the bubble and fluid. During a violent collapse, the momen-
tum decreases gradually due to the work done by the viscous
drag. However, the radius decreases much more rapidly,
causing the bubble to lurch forward. The more violent the
bubble collapse, the greater the peak translation velocity.
Hence, the assumption that the average translation dynamics
depends only on averaged radial dynamics should be made
with care. It is not generally valid.
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This work examines a simple one-dimensional acoustic band gap system made from a
diameter-modulated waveguide. Experimental and theoretical results are presented on perfectly
periodic waveguide arrays showing the presence of band gaps—frequency intervals in which the
transmission of sound is forbidden. The introduction of defects in the perfect periodicity leads to
narrow frequency transmission bands—defect states—within the forbidden band gaps. The circular
cross-section waveguide system is straightforward to simulate theoretically and experimental results
demonstrate good agreement with theory. The experimental transmission of the periodic waveguide
arrays is measured using an impulse response technique. ©2002 Acoustical Society of America.
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I. INTRODUCTION

In this paper the properties of acoustic band gaps and
defect modes in periodically structured waveguides are ex-
amined theoretically and experimentally. There has been
considerable recent interest in the propagation of classical
waves—electromagnetic and acoustic—in periodically struc-
tured environments. The goal of much of this research is to
design and create composite materials—so-called photonic
or acoustic band gap arrays—that can manipulate the prop-
erties of the radiation field. In the electromagnetic case the
ability to engineer light has led to the suggestion and/or de-
velopment of a number of important applications.1–4 Similar
practical applications for acoustic waves have been
suggested5–7 although research in this area is far less exten-
sive.

Many of the projected applications of acoustic and pho-
tonic band gap materials require composite systems with for-
bidden transmission in all three spatial dimensions—so-
called complete band gap materials. In practice such
materials are difficult to realize because they require a three-
dimensional periodic composite between two materials with
considerably different impedances. As a consequence much
work has focused on band gap phenomena in systems with
periodicity, and hence band gaps, in two8,9 or one
dimensions.10,11 Studies of lower dimensional systems are
conducted as analogs of three-dimensional systems and for
applications in their own right. In the work described here
we reexamine a one-dimensional periodic waveguide system
that has received considerable theoretical and experimental
attention.12–16 The specific emphasis in this work is the ex-
amination of defect modes created when the perfect period-
icity is broken. Defect modes are an essential ingredient in
many of the proposed applications of photonic or acoustic
band gap systems. Although the properties of periodic acous-
tic waveguides have been long studied, little attention has
been given to the properties of defect modes.

The basis of acoustic band gap effects rests on the fact
that in a perfectly periodic composite system consisting of
two materials with significantly different acoustic imped-
ances, the coherent effects of scattering and interference lead
to frequency intervals in which propagation of sound is
forbidden—so-called acoustic or sonic band gaps. Because
of the close analogy of this process to the scattering and
interference of electron wave functions by the periodic po-
tential of a crystalline lattice, much of the terminology and
theoretical methods of solid state physics have been adopted
in the treatment of acoustic~and electromagnetic! band gap
phenomena. A key success of solid state physics was the
unfolding of the role of the electron state band gap in ex-
plaining and understanding the properties of semiconductors.
However, an essential step in going from an understanding of
the properties of perfectly crystalline semiconductors to
practical devices involved the addition of defects. Small
quantities of donor or acceptor defect atoms were found to
perturb the perfect lattice and create isolated electron states
within the forbidden band gap. A similar sequence is adopted
in the work described here. We first examine a perfectly pe-
riodically structured acoustic waveguide system and show
the existence of forbidden transmission bands. The periodic
system consists of a series of equal length segments of cir-
cular cross-section waveguides with diameters varying be-
tween two different values. Next, we introduce a single de-
fect in the perfect periodicity, and we show that this defect
produces a narrow band of transmission within the previ-
ously forbidden band gap. The defect is produced by altering
the length of the central segment of the series of waveguides.
Depending on the precise nature of the defect we observe
either donor-like or acceptor-like behavior.

There are many methods to calculate the acoustic re-
sponse of a one-dimensional waveguide.13,15 In the work de-
scribed here, an iterative theoretical formalism is adapted
from Fresnel’s equations to calculate the reflection and trans-
mission of the periodic waveguide system. The theoretical
calculations show that it should be possible to produce ex-
tremely narrow band filters using defects in this simplea!Electronic mail: wmr@physics.mstu.edu
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waveguide configuration. We demonstrate that although it is
possible to produce narrow band filters, the extremely nar-
row theoretical predictions are not realized in practice. We
discuss the experimental limitations that do not allow us to
realize the narrowest filters and explain the steps that could
be taken to circumvent these limitations.

II. THEORY

The experimental system that we chose to investigate in
this work consisted of a waveguide of circular cross section
with a diameter that was modulated periodically between a
small and large diameter as a function of length. The wave-
guide dimensions and the frequency interval explored were
selected so that our measurements were all conducted in the
lowest transverse mode of the waveguide. This criterion was
assured by using frequencies below the cutoff frequency,f c ,
of the next higher transverse mode given by17,18

f c50.92
c

pa
,

wherec is the speed of sound anda the larger tube diameter.
Furthermore, the lengths of the waveguide sections were
chosen to be much larger than the diameter of the largest
tube so that the stop band phenomena observed in our ex-
periments were due to interference in the longitudinal direc-
tion and not due to radial resonances in the waveguide seg-
ments themselves. The cavity resonance effect will occur at
frequencies well above those used in our experiments here.

A detailed description of the exact waveguide param-
eters used in the measurements and in the associated theoret-
ical calculations is given in the following experimental de-
scription. The reflection and transmission of the periodically
diameter-modulated waveguide system can be easily mod-
eled theoretically. The different diameter waveguides have
different acoustic impedance values,Z. In the long wave-
length approximation,Z is given by the simple expression19

Z5
rc

S
,

wherer is the density of air, andS is the cross-sectional area
of the waveguide. Provided that the long wavelength condi-
tion is met, the impedance is independent of frequency. The
amplitude reflection coefficient,r i j , at the junction between
two waveguide sections with different impedances is given
by19

r i j 5
Zi2Zj

Zi1Zj
.

To extend the theoretical reflection expression to include
a second boundary at a distance,d, from the first, the effects
of multiple reflection and interference must be taken into
account. The corresponding expression for the three media
~two boundary! system is

r 1235
r 121r 23e

2ikd

11r 12r 23e
2ikd ,

wherek52p/l is the wave vector at the frequency of inter-
est, andr 12 and r 23 are the amplitude reflection coefficients

at the first and second boundaries, respectively. Finally, this
process can be applied recursively to determine the reflectiv-
ity from any number of boundaries with arbitrary spacings.
To illustrate the process, consider a four medium system in
which the distances between the three boundaries ared1 and
d2 . The total amplitude reflectivity,r 1234, is given by

r 12345
r 121r 234e

2ikd1

11r 12r 234e
2ikd1

,

wherer 234 is given by

r 2345
r 231r 34e

2ikd2

11r 23r 34e
2ikd2

.

This recursive procedure can be easily programmed to
calculate the amplitude reflectivity for any number of bound-
aries. The absolute squared magnitude of the amplitude re-
flectivity, r, is the intensity reflectivity,R. Because there is no
loss in this simple model, the intensity transmission,T, is
simply 12R. As we demonstrate in Sec. IV, the theoretical
calculations of the gap and defect frequencies made with this
model are generally in excellent agreement with the experi-
mentally measured transmission data. It should be noted that
there are many methods to calculate the response of a peri-
odic system~Refs. 13 and 15, and references therein!. The
iterative method described here offers two particular advan-
tages:~i! the method does not invoke Bloch wave propaga-
tion so that it can be equally well applied to random or
aperiodic systems and~ii ! the calculation of effective reflec-
tivities at the interfaces bounding each waveguide segment
means that it is possible to determine the longitudinal mode
profile within each segment.

III. EXPERIMENTAL CONFIGURATION AND
PROCEDURE

The experimental configuration is shown schematically
in Fig. 1. The basic experiment consisted of sending an
acoustic impulse through a one-dimensional periodic wave-
guide array and recording the transmitted signal. A numerical
Fourier transform of the recorded time-domain signal was
used to determine the frequency-dependent transfer function
of the sample. The pulse was numerically generated inMAT-

LAB and saved as a standard computer sound file~.wav for-
mat!. The functional shape of the pulse was chosen to be the
second derivative of a Gaussian with a time duration of
about 20 ms such that the Fourier transform contained sig-
nificant frequency components up to 2200 Hz. The form of
the pulse was selected because it contained the appropriate
spread of frequencies in the range we wished to consider, and
it was readily reproducible by the speaker. It should be noted
that in addition to the impulse response method we also re-
peated many of the experiments using a spectrum analyzer
and a white noise source. The results with the spectrum ana-
lyzer were essentially identical to those obtained with the
impulse method.

The time-domain signal used in the data analysis was
not due to a single pulse, but rather was the result of a se-
quence of~typically! 50 pulses that were recorded and aver-
aged. The purpose of this add-and-average procedure was to
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acquire time-domain data with a high signal-to-noise ratio.
The method works because signals reaching the microphone
from the speaker added coherently whereas random back-
ground noise was quickly averaged out. Because of multiple
scattering within the periodic array and from the ends of the
sample, some sound persists in the waveguide array for a
long time after the initial impulse. To eliminate this long-
lived signal we found that, for our particular waveguide pa-
rameters, a 7 sdelay between successive pulses was required
to eliminate interference due to coherent reflections. The va-
lidity of this add-and-average method at reducing signal
noise can be observed from the initial flat response of the
time domain data before the impulse showing that any back-
ground sound from previous pulses has been greatly attenu-
ated.

The waveguide structure consisted of three sections of
polyvinyl chloride ~PVC! pipe being connected, with the
speaker at one end and the microphone at the opposite end as
shown in Fig. 1~a!. The two outer sections of the structure
were 6.096 m in length with a diameter of 1.9 cm. The in-
terchangeable middle section contained the diameter-
modulated array, which will be described in detail shortly.
Each section of pipe was then attached to the adjacent one
with masking tape to secure the connection. We found that
the use of interlocking PVC pipe connectors to join the sec-
tions resulted in backreflections due to the small gap between
adjacent pipes within the connectors. The acoustic imped-
ance change due to these gaps led to reflection of the acous-
tic waves. Although weak, these backreflections were notice-
able in the time-domain data. The use of masking tape to join
the sections greatly reduced this effect.

At the speaker end, an adapter was constructed to effi-
ciently couple the sound from the speaker to the waveguide.
The adapter consisted of a 6-mm-thick piece of Plexiglas™
bolted to the speaker with a 2.0 cm hole centered directly in
front of the speaker cone. A 5.1–1.9 cm PVC connector was
then attached to the Plexiglas surface. This allowed the un-
obstructed acoustic impulse from the speaker to be transmit-
ted to the structure. With the adapter in place, there was a
distance of 3.8 cm between the cone of the speaker and the
waveguide. A pliable foam insulator was then wrapped
around the speaker and adapter to reduce the amount of
sound emitted into the room.

The microphone was then inserted into the opposite end
of the waveguide to a depth of 5.7 cm and was similarly
wrapped with a pliable foam insulator. This isolated it from
any room reflections that may have been caused by the
speaker’s initial impulse.

The sequence of events in a typical experiment was as
follows. The numerically generated impulse sound file was
played through the computer’s audio card. The mono wav
file was split into the two stereo channels such that each
contained an identical version of the pulse. The first channel
was sent through the amplifier~Technics model SU-V66! to
the speaker~Optimus model number 40-1030, max power 80
W, 8 V nominal impedance!. The speaker then transmitted
the acoustic impulse, which traversed the structure and was
received by the microphone~Brüel & Kjaer type 2215 pre-
cision sound level meter/octave analyzer!. The microphone’s
signal was then digitized and stored by the data acquisition
card ~National Instruments PCI 6034E! as shown in Fig.
1~a!. The second channel was sent directly to the data acqui-
sition card to act as a trigger to initiate the recording of data.
Accurate registration between the trigger and the audio pulse
was crucial to the success of the add-and-average process.
The sound file of the impulse signal was played by an audio
program that looped the sound file so that it repeated at 7 s
intervals.

Two acoustic filter structures with different physical pa-
rameters were tested. Each structure consisted of a sequence
of alternating sections of different diameter PVC pipes. The
first experiments used 1.9- and 5.1-cm-diam pipes for the
nine-element array as shown in Fig. 1~b!. The pipes were cut
such that the periodicity of the system was 17.5 cm~distance
between changes in cross-sectional area!. To couple the two
pipes with differing diameters, it was necessary to use 5.1–
1.9 cm interlocking PVC pipe adapters. The adapters con-
sisted of essentially two parts, a 5.1-cm-diam part and a 1.9-
cm-diam part. The 5.1-cm-diam part of the adapter added a
length of 2.1 cm, whereas the 1.9-cm-diam part of the
adapter added a length of 0.2 cm. The 5.1-cm-diam pipes
were cut to a length of 13.5 cm, and the 1.9-cm-diam pipes
were cut to a length of 17.0 cm. Thus, the actual lengths of
the sections of pipe were 17.7 cm for the 5.1-cm-diam sec-
tion and 17.4 cm for the 1.9-cm-diam section. The total
length of the periodic array was measured to be 157.9 cm.
There was a discrepancy of 0.2 cm throughout the entire
length of the array due to minor fabrication and cutting er-
rors in the individual pipe sections. A 1.9 cm straight pipe of
identical length was also cut and studied for comparison. The

FIG. 1. ~a! Schematic representation of the experimental configuration.~b!
Schematic representation of the nine-element, diameter-modulated array
showing the dimensions.
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second acoustic filter structure was similar in construction
but with 3.2-cm-diam rather than 5.1-cm-diam segments.

IV. RESULTS AND DISCUSSION

Figures 2~a! and ~b! show the transmitted time-domain
data obtained from the straight pipe structure and the 1.9- to
5.1-cm-diam modulated waveguide, respectively. The oscil-
lations after the initial pulse in Fig. 2~a! are primarily due to
ringing in the speaker and adapter. In Fig. 2~b!, the strong
extended oscillations after the initial pulse are the result of
multiple reflections within the periodic array.

Figure 3~a! is a composite figure of the frequency-
domain data obtained from a numerical Fourier transform of
the time-domain data for the unobstructed pulse without the
array ~upper dark line! and the pulse that traversed the
diameter-modulated array~lower dark line!. By comparing
the curves, it can be seen that there are band gaps from 230
to 720 and 1200 to 1700 Hz. This matches closely with the
predicted band gaps of 230–720 and 1200–1730 Hz from
theoretical calculations as shown in Fig. 3~b!.

Next, we altered the array to induce a defect state that
would allow an extremely narrow band of frequencies to
exist within a band gap. To do this, we modified the length of
the middle pipe~5.1 cm diameter! within the nine-element
array @see Fig. 1~b!#. We then repeated the above-outlined
experimental procedure with middle pipes of various lengths.
The frequency-domain data were then obtained from the

Fourier transform of these time-domain data. Defect states
deep within the band gap region are shown in Fig. 4 for four
such structures. Theoretical calculations predict the existence
of these modes; however, they predict very narrow~,1 Hz!
transmission bands with peaks that ride to a transmission
value of 1. One drawback to the narrowness of these defect
states is that any minor flaw within the diameter-modulated
waveguide will cause the defect states to be greatly attenu-
ated. Inconsistencies within the segment lengths or cross sec-
tions of the diameter-modulated waveguide perturb the inter-
ference condition and cause slightly different frequencies to
pass through the different parts of the waveguide. By the
time the pulse gets through the array, very little of the am-
plitude of the defect frequencies will have added coherently
throughout the entire waveguide. For this reason, the second
acoustic filter structure with a lower impedance contrast was
built. In a sample with a lower impedance contrast, theory
predicts defect modes that are less narrow.

With a smaller change in acoustic impedance between
adjacent segments, the band gaps become less pronounced
and the defect modes become slightly wider. This allows for
the coherent addition of a larger group of frequencies within
the band gap and thus, greater transmission. Figure 5~a!
shows experimental data for two such defect modes within
the 1.9- to 3.2-cm-diam modulated waveguide. Figure 5~b!
shows a theoretical calculation for the same system indicat-
ing that the theory replicates the defect frequencies with high
accuracy.

FIG. 2. The transmitted time-domain data obtained for a pulse sent through
~a! the straight pipe structure and~b! the nine-element, 1.9- to 5.1-cm-diam
modulated waveguide.

FIG. 3. ~a! Composite of the Fourier spectra obtained from the pulses cor-
responding to Fig. 2~a! ~upper dark line! and Fig. 2~b! ~lower dark line!. ~b!
Theoretical calculations showing the transmission of the perfectly periodic
system.
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There are several interesting observations to make con-
cerning the behavior of the defect modes within the band
gap. When the induced defect in the middle pipe is shorter
than its counterpart in the diameter-modulated array, the de-
fect state in the frequency-domain data enters from the low-
frequency side of the band gap~acceptor-like in solid state
terms!. As shorter defect pipes are used, the defect state
moves from low to higher frequency within the band gap.
For a defect pipe that is exactly one-half the length of the
original pipe within the array, the defect mode appears di-
rectly in the middle of the band gap. When larger defect
pipes are used, the defect mode enters from the high fre-
quency side of the band gap~donor-like! and moves to lower
frequency with increasing length. When the length is exactly
double the length of the original pipe within the array, the
defect mode again appears directly in the middle of the band
gap.

These results can be qualitatively understood by analyz-
ing the physical mechanism that leads to filtering action in
these structures. For an array with no defect there is a maxi-
mum in reflection~and a corresponding minimum in trans-
mission! at a frequency for which the length of individual
array segments equal a quarter wavelength. The enhanced
reflection results from constructive interference of the waves

partially reflected from each successive junction between ar-
ray elements of different diameters. For wavelengths that
exactly match the quarter-wavelength condition, the succes-
sive partial reflections are always precisely in phase because
of the combined effects of the half-wavelength round trip
between junctions and the inversion upon reflection from a
low-to-high impedance junction. The attenuation is a maxi-
mum for the design wavelength; however, there is significant
filtering action over a broader band of surrounding frequen-
cies leading to the band gap. Now if a defect is introduced by
making the center element of the array twice as long, the
interference dynamic is altered. The partial reflections from
successive interfaces up to the defect are adding coherently
to give rise to a strong backreflection. However, the addition
of an extra half-wavelength round trip introduced by the de-
fect means that the partial reflections from subsequent half of
the array are out of phase resulting in destructive interference
in the reflected signal. The net effect is that a narrow trans-
mission band—the defect state—opens up precisely at the
design wavelength. Altering the length of the defect will
change the wavelength that experiences the half wavelength
phase shift and hence will shift the position of the narrow
transmission band within the band gap.

It is also interesting to note how the amplitude of the

FIG. 4. Composite figure showing the Fourier spectra obtained from four
different defects. Data were obtained from the nine-element, 1.9- to 5.1-cm-
diam modulated waveguide with middle defects of length 7.1, 8.2, 9.4, and
10.3 cm.

FIG. 5. ~a! Composite figure of the Fourier spectra data obtained from the
nine-element, 1.9- to 3.2-cm-diam modulated waveguide with middle de-
fects of length 13.4 and 34.9 cm. Defect mode frequencies 489, 1465 Hz
~top trace! and 322, 1385 Hz~bottom trace!. ~b! Theoretical calculations
corresponding to the two defect modes in~a!. Defect mode frequencies 491,
1474 Hz~top trace! and 326, 1395 Hz~bottom trace!.
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defect mode varies with position within the band gap. As the
defect mode moves deeper into the gap, the amplitude of the
defect mode becomes increasingly attenuated. This effect is
independent of which side of the band gap the defect mode
enters. This phenomenon is similar to that seen in optical
filters, and it can be understood because the attenuation is
greatest at the center of the band gap where the quarter-
wavelength interference condition is best satisfied. The de-
fect in the center of the band is thus strongly confined spa-
tially and therefore very narrow in frequency. Again, any
imperfections in the segment lengths or cross-sectional uni-
formity lead to changes in coupling frequency, which dra-
matically alter the coupling to the very narrow defect mode.
Thus the amplitude of the experimentally measured defect
modes is smallest near the band center where the mode con-
finement is the greatest and progressively larger with prox-
imity to the band edges.

V. CONCLUSION

The results presented here show that the diameter-
modulated waveguide array is a simple yet elegant model for
investigating acoustic band gap properties. Other similar
one-dimensional systems based on dangling side branch ar-
rays have been investigated recently.11,20 Although the dan-
gling side branch systems are simple experimentally they are
less easy to treat theoretically because, unlike the circular
cross section waveguide case, there is no simple expression
for the acoustic impedance, which in this case depends on
frequency.19 Much of the interesting applications of acoustic
band gap systems are associated with the production of de-
fect states in an otherwise perfectly periodic array. The re-
sults here demonstrate the experimental limits that prevent
the realization of some of the more extreme predictions of
theory. Better results could be realized by a more accurate
fabrication of the diameter modulated waveguide.

Finally, this simple system should prove useful for the
experimental exploration of many of the fundamental effects
such as tunneling and localization that are being investigated
in acoustic band gap systems.
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Internal-wave time evolution effect on ocean acoustic rays
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A range-dependent field of sound speed in the ocean,c(x,z), caused by internal waves, can give rise
to instabilities in acoustic ray paths. Past work has shown the importance of the background,
range-independent, sound-speed profile; the ray initial conditions; the source-receiver geometry
~depths and range!; and the strength of the internal waves. However, in the past the time evolution
of the internal waves has been ignored on the grounds that the speed of internal waves is much
slower than the speed of the acoustic wave. It is shown here by numerical simulation that two rays
with identical initial conditions, traveling through an ocean with the same background profile and
the same random realization of internal waves, but with the internal waves frozen in one case and
evolving in the other, travel significantly different trajectories. The dependence of this ‘‘frozen–
unfrozen’’ difference on the initial ray launch angle, the background profile, and the strength of the
internal-wave spectrum, is investigated. The launch-angle difference that generates similar
arrival-depth differences to those induced by internal-wave time evolution is on the order of 100
mrad. The pattern of differences is measured here by the arrival depth at the final range of 1000 km.
The observed pattern as a function of launch angle, change in the background profile, and change
in internal-wave strength is found to be nearly the same for ‘‘frozen–unfrozen’’ change as for a
slight change in launch angle. ©2002 Acoustical Society of America.@DOI: 10.1121/1.1501897#

PACS numbers: 43.30.Cq, 43.30.Ft, 43.25.Rq, 92.10.Ns, 05.45.Pq@DLB#

I. INTRODUCTION

Previous numerical simulations of ocean-acoustic ray
propagation through internal waves have investigated
arrival-depth differences induced by launch-angle differences
at ranges of order 1 Mm.1 Such investigations have excluded
the time evolution of internal waves on the grounds that the
speed of the acoustic wave is much larger than the speed of
the internal waves. This assumption is termed the ‘‘frozen-
field’’ hypothesis. Under this hypothesis it has been observed
that the pattern of arrival-depth difference between two rays
that have slight differences in launch angle~chosen to be 0.1
mrad! is quite variable with launch angle, background sound-
speed profile, and internal-wave spectral strength.1–4

This paper is an investigation into the effects of internal-
wave time evolution on numerically simulated ray travel.
The differences between the frozen and unfrozen situations
are examined and described. Important simplifications, in ad-
dition to the geometrical-optics approximation which allows
for an analysis based on rays, include the restriction that the
rays and internal waves travel in the two-dimensional plane
which joins source and receiver, and the use of a subset of
possible internal waves; hence our specific numbers are
qualitative; our conclusions are not.

Aside from the initial condition~launch angle!, two
other general parameters have been varied to observe their
effects on the character of the instabilities caused by the
‘‘frozen–unfrozen’’ difference. First, two different profiles
are used in an attempt to understand the effect of the range-
averaged, or background profile. Second, the effects of varia-
tion in the internal-wave energy are investigated.

It should be noted that past studies have chosen to vary

only one of several possible initial conditions. The choice of
launch-angle difference rather than source-depth difference
is rather arbitrary. When choosing a slight variation in the
internal-wave structure one can imagine a host of different
choices. However, only one represents a common approxi-
mation used in wave propagation: the ‘‘frozen-field’’ hypoth-
esis. By observing the ‘‘frozen–unfrozen’’ difference we not
only study a slight change in the medium; we also observe
the effect of a common approximation.

The paper is organized as follows. Section II addresses
the model of the ocean environment used in the simulations.
The properties of the range-averaged profiles and of the
internal-wave models are presented. The methods used for
the simulation of ray propagation are given in Sec. III. Sec-
tion IV presents the ray arrival-depth differences between the
frozen and unfrozen simulations as a function of launch
angle. The results are presented for two different profiles. In
Sec. V, the structure and magnitude of these differences are
compared to those generated by small shifts of the launch
angle. Section VI examines the effect on the ‘‘frozen–
unfrozen’’ differences of overall reductions in the strength of
the internal waves. Section VII contains a summary.

II. OCEAN ENVIRONMENT

The environmental model used in the simulations con-
sists of one of two background profiles,c̄(z), and range-
dependent variability induced by a model of internal waves
~Fig. 1!. The Munk Canonical profile5 is an analytic model
and takes the following form:

c̄~z!5Caxis@11e~eh2h21!#, ~1!a!Electronic mail: flatte@physics.ucsc.edu
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h52~z2zaxis!/B. ~2!

The parameters used here aree55.731023, Caxis

51490 m/s,zaxis521000 m, andB51000 m.
The other profile contained in Fig. 1 has been taken from

the data collected for the Slice89 experiment in the North
Pacific.6 It has greater curvature at the axis as well as addi-
tional structure absent in the smooth, analytic Canonical pro-
file.

Internal waves cause the vertical displacement of water
from the equilibrium position established by the density gra-
dient of the water column. The usual fluid equations, in lin-
ear form, give the following equation for the eigenmodes of
such displacements:1,7

]zzWj1S n2~z!2v2

v22v i
2 D kj

2Wj50, ~3!

Wj50 at z50, ~4!

Wj50 at z52D524000 m. ~5!

The depthD is chosen as 4000 m. The inertial fre-
quency,v i , is set at 1 cycle per day—its value at 30° lati-
tude. The buoyancy frequency,n(z) is exponential:

n~z!5n0e~z/B!, ~6!

wheren053 cph and, as already mentioned,B51000 m. A
single internal-wave frequency is chosen. The most appropri-
ate single frequency is the M2 tidal frequency; this frequency
often has a substantial energy in experiment, and it is also a
reasonable average frequency with which to represent the
continuum that runs from the inertial frequency to the buoy-
ancy frequency. The M2 tidal frequency is taken asv
51/12.5 cph. One of the reasons that we do not use a con-
tinuum of frequencies is to avoid any aspect of time evolu-
tion that changes within a short time. Thus the total travel
time ~; 700 s! of the acoustic pulse in our case is less than
2% of the internal-wave period. With these choices, a series
of internal-wave modes,Wj (z), can be found along with

their associated horizontal wave vectors,kj . The first ten of
these modes are used in this paper; the sound-speed variabil-
ity that they induce is illustrated in Fig. 2. This internal-wave
model is more than qualitative with respect to variance and
vertical structure. It has the correct variance of sound speed
with depth, and the slopes of the spectra in wave number are
close to the empirical Garrett-Munk~GM! result.8 Its fre-
quency spectrum, however, is significantly different, such
that the results we find for ray propagation behavior must be
regarded as qualitative.

The total vertical displacement is generated by a sum
over mode number:

z~x,z,t !5ReF (
j 51

10

AjWj~z!expi ~kjx2vt1f j !G . ~7!

The 2vt term in the argument of the exponential is central
to this paper. It accounts for internal-wave evolution during
the finite time necessary for acoustic energy to propagate
from source to receiver. It is excluded, as an approximation,
in frozen simulations and remains in unfrozen simulations.
Aj andf j are random variables corresponding to the ampli-
tude and phase of the mode under consideration.Aj is
weighted by mode number in the following way:

^Aj
2&5

a

~ j 21 j
*
2 !

, ~8!

where j * 53, as it does for some parts of the ocean.
The above is intended to reproduce approximately the

mode-number dependence of the full Garrett–Munk
spectrum.8 Others have shown that the use of the first ten
modes is sufficient for an accurate calculation of travel-time
variances and accounts for nearly all the energy involved in
internal-wave modes.1,9 In order to achieve realistic values
for the total internal-wave displacement,z rms, when extrapo-
lated to the surface, is set to 7.3 m. This, in conjunction with
the normalization chosen forWj (z), determines the value
of a.

FIG. 1. Sound-speed profiles used in these simulations. The Canonical pro-
file is a solid line; the Slice89 profile is a dashed line.

FIG. 2. Fractional sound-speed variability induced by internal waves at two
different ranges.
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Finally, the internal waves induce sound-speed variabil-
ity according to

m~x,z,t ![
dc~x,z,t !

c̄~z!
5F

n2~z!

g
z~x,z,t !, ~9!

whereF is a dimensionless constant10 set to 30,n(z) is given
previously, anddc(x,z,t)5c(x,z,t)2 c̄(z).1,7,10

III. RAY METHODS

The version of the ray equations used in these simula-
tions is based on the full Helmholtz wave equation. These
equations can be written as a Hamiltonian system in the vari-
ablesz andp5sinu/c, whereu is the ray angle relative to the
horizontal. An additional equation is also required in order to
track the ray travel time.1 The variableszandp together form
the coordinates of phase space,

dz

dr
5

]H

]p
, ~10!

dp

dr
52

]H

]z
, ~11!

H52~c222p2!1/2, ~12!

dt

dr
5c21~12~pc!2!21/2. ~13!

The simulations described in this paper follow a fan of
rays starting at a single depthz0 ~21050 m for Canonical,
2800 m for Slice89!, and with launch angles in regular in-
crements between6u0 , where u050.2 rad. Thus on the
phase-space plot the initial rays form a horizontal straight
line; they all start at the same depthz0 , and theirp coordi-
nate runs from2p0 to 1p0 , where

p05
sinu0

c~z0!
.

The rays propagate forward in range according to Eqs.~10!–
~13!. This propagation is performed in double precision, us-
ing a modified fourth-order Runge-Kutta technique with an
adaptive step size.1,11

The range dependence of the sound speed has significant
consequences for the ray system. It implies that the Hamil-
tonian is not conserved as the ray propagates. It is well to
remember here that the ray picture is an approximation to a
wave propagation. Propagation of an acoustic wave in a de-
terministic waveguide filled with internal waves has a direct
analogy with a one-dimensional quantum mechanical prob-
lem in which the potential is time dependent.12,13 In the ray
approximation, range dependence renders the system
nonintegrable—it cannot be solved by the separation of vari-
ables. Figure 3 shows phase-space plots of the simulated ray
arrivals for each profile, both with and without the interven-
ing internal waves, for a range of 1000 km. In the absence of

FIG. 3. Phase-space diagrams for both
profiles, both with and without internal
waves. The plots on the left-hand side
use the Canonical profile; those on the
right-hand side use the Slice89 profile.
The upper panels are constructed in
the absence of internal waves: the
lower panels show the effect of range-
dependent internal waves.
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range dependence, the ray arrivals are regular and the total
number of concentric spirals directly corresponds to the total
range traversed. This regularity does not hold in the presence
of the internal waves. Though the Canonical version contains
visible segments in which stability persists and adjacent rays
arrive with nearby coordinates, there are also regions in
which rays with similar initial launch angles are nearly un-
correlated. These regions of strong instability appear as scat-
tered points, lacking any apparent continuity. A large central
region of instability is the dominant feature of the Slice89
phase plot in the presence of internal waves.

The effect of the internal waves can also be examined
using time fronts—a plot of the arrival depth and travel time
of each ray at the arrival range. The panels of Fig. 4 show the
ray arrivals that correspond to the phase-space plots in Fig.
3, for a range of 1000 km. Much like the corresponding
phase plots, the arrivals in the absence of internal waves
show a pronounced regularity—the well-known ‘‘accordion’’
shape induced by the presence of a temperature profile.1,14

Again, nearby rays fall onto a clearly discernible, continuous
pattern. The arrivals from simulations that include the inter-
nal waves display many of the expected effects of range
dependence on the time front.1,15The late-arriving part of the
time front no longer displays the nearly linear segments that
characterize both the range-independent arrivals and the
early arriving portions of the range-dependent front. The
transmission finale´ has been both shifted in time and broad-
ened in depth—though the details of the depth effect may

depend on the higher modes neglected in this paper.9,15 Ad-
ditionally, the smearing of the points throughout the front
suggests variability in intensity since, to a reasonable ap-
proximation, the distance between ray arrivals with a given
launch-angle increment is inversely proportional to the
acoustic intensity.1

IV. DIFFERENCES INDUCED BY TIME EVOLUTION

Range dependence in the sound speed due to internal
waves can cause the ray paths to exhibit instabilities. Small
changes in the ray launch angle or the properties of the
sound-speed field can dramatically change any of the ray
coordinates~depth, travel time, orp!. The use of a time-
evolution model of internal waves represents just such a
slight alteration. A simulation range of 1000 km leads to ray
travel times, for either profile, of about 700 s. Because all
internal-wave modes in the simulation have a single fre-
quency (v51/12.5 cph), none of the internal waves have
undergone a significant fraction of their total period while
the rays have propagated from source to receiver. Neverthe-
less, two rays with the same launch angle, but traversing
frozen and unfrozen fields, respectively, can arrive at the
receiver range with significantly different depths. Figure 5
plots this depth difference against initial launch angle for the
Canonical and Slice89 profiles.

The difference, or ‘‘bubble,’’ plots generated for each
profile are qualitatively quite different.1 The Canonical dif-

FIG. 4. Time fronts constructed from
the arrival times and depths of each
ray. The panels on the left-hand side
~right-hand side! are for the Canonical
~Slice89! case. The upper plots do not
include internal waves. The lower
plots illustrate the effect of internal
waves on front structure.
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ference plot as a function of launch angle reveals alternating
regions of relative stability and instability. The Slice89 simu-
lations, by contrast, generate a central region of shallow
launch angle with significant instability, while steep angles,
both positive and negative, are relatively stable. While the
largest differences present in either plot are comparable,
O(2000 m), the Slice89 case generates a higher overall vari-
ance~see Fig. 6 and Table I! since a larger fraction of the
launch angles are within unstable regions.~The variances in
Fig. 6 and Table I are calculated from results like those in
Figs. 5 and 7: that is, from launch-angle regions within one
realization.! The greater overall instability exhibited by the
Slice89 results is related to the greater curvature at the sound
axis; previous authors have suggested a normalized curvature
parameter related to the small-scale time front folding that is
characteristic of ray instability.2

V. COMPARISON OF DIFFERENCES WITH THOSE
INDUCED BY A LAUNCH-ANGLE SHIFT

In order to establish a basis of comparison for the time-
evolution effect, the depth-of-reception differences generated
by simulations that differ by small amounts in initial launch
angle are examined. This is the method used by Simmen
et al.1 to map the stability of rays at various launch angles.
Using an angle shift of 0.1mrad, those authors found that the
Slice89 and Canonical profiles generate overall difference
magnitudes which are very much smaller than those induced
by time evolution in this paper. In order to find angle shifts
that generate differences comparable to those resulting from

time evolution, a series of simulations to a range of 1000 km
were performed with each profile, using angle shifts ranging
from 1023 to 1000mrad.

Figure 6 is a plot of the depth-difference variances ver-
sus the angle shifts. The dependence on the angle shift is
quite different for each of the two profiles. The Slice89 vari-
ance is only weakly dependent on the angle shift, when com-

FIG. 5. The differences induced in ray
arrival depths by internal-wave time
evolution ~i.e., ‘‘frozen-unfrozen’’ dif-
ferences!. The top panel contains Ca-
nonical results; the bottom panel con-
tains Slice89 results.

FIG. 6. The variance in depth differences versus the inducing launch angle
shift. The curve with the longer dashes is the Canonical version; the shorter
dashed is the Slice89 counterpart. The solid lines are the variances caused
by internal-wave time evolution—Canonical generates the lower solid line.
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pared to the corresponding Canonical results. Over most of
the angle-shift domain examined, the Canonical variance de-
pendence is greater than linear, while the Slice89 dependence
is less than linear. An interesting feature of the Canonical
variance curve is the apparent transition near 0.1mrad where
the dependence on angle shift, rather suddenly, becomes
much stronger. For each profile, a launch-angle shift value
was found that induced a variance nearly equal to that of
time evolution. In the Canonical case, it was 125mrad, and
in the Slice89 case it was 70mrad. The resulting depth dif-
ferences as a function of launch angle are illustrated in Fig.
7.

The differences induced by launch-angle shifts, as a
function of launch angle, are strikingly similar to the frozen–
unfrozen differences shown in Fig. 5. As before, regions of
stability and instability alternate in the Canonical case. The
central region of stability is a recurring feature of Canonical
ray chaos simulations; Smithet al. find the same feature us-
ing disturbances that are periodic in range, without the mul-
tiple kj of internal waves.4 The Slice89 case also shows a
central region of instability corresponding to shallow launch
angles and relative stability at steep launch angles, as in Fig.
5.

The overall magnitudes of the differences in these angle-
shift difference plots are equal, by construction, to those of
the corresponding frozen–unfrozen counterparts. That the re-
sulting difference structures are so similar strongly suggests
that the structures can be regarded as signatures of the range-
averaged profiles. Also, the profiles present clearly distinct
dependencies of the difference magnitude on launch-angle

shift over the six orders of magnitude examined. This is in-
dependent evidence that the range-averaged profile is of cen-
tral importance to the nature of the arrival-depth differences
at 1000 km.

VI. SCALING WITH INTERNAL-WAVE ENERGY

Table I collects the variance results of simulations per-
formed using one half and one quarter of the previous
internal-wave energy. All simulations had a receiver range of
1000 km. In addition to the variance result that includes all

FIG. 7. The differences induced in ray
arrival depths by launch-angle shifts
of 125 ~70! mrad for the Canonical
~Slice89! profiles. The angle shift val-
ues were chosen to reproduce the dif-
ference magnitude caused by the
‘‘frozen–unfrozen’’ difference, shown
in Fig. 5. The top~bottom! panel refers
to the Canonical~Slice 89! profile. The
resulting difference patterns are very
similar to those seen in Fig. 5.

TABLE I. The calculated depth-difference variance,@^DZ2&2^DZ&2#, due
to time evolution, with one, one-half, and one-quarter GM internal-wave
energy levels. The first row for each profile includes all launch angles be-
tween 20.2 and10.2 radians. The second row includes only a specified
region of launch angle determined to be unstable in even the one-quarter
GM case. The third and final row uses a region of launch angle found to be
stable with the full 1-GM internal-wave energy. The Canonical differences
show a much stronger dependence on the internal-wave energy.

Internal-wave energy

Full Half Quarter

Canonical profile: Depth-difference variances~m2!
All launch angles 3.483104 7.383103 1.503103

5°,u,6° 1.863105 4.543104 6.103103

20.6°,u,0.6° 2.993101 1.0231021 7.2931023

Slice89 profile: Depth-difference variances~m2!
All launch angles 1.443105 7.263104 3.933104

25°,u,5° 2.103105 1.163105 7.713104

u,210°, u.9° 1.683103 5.033102 1.603102
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the rays in the simulation, the same quantity is also reported
for regions determined to be stable and unstable in all cases.
The unstable region is chosen as a range in launch angle with
significant arrival-depth differences, even in the quarter-
energy case. Likewise, the stable region is chosen by exam-
ining the full-strength results.

The variances from Slice89 simulations are greater than
the Canonical counterparts in every case. One might look for
a straight-line behavior on a log–log plot, but no such simple
behavior is seen. Roughly, the Canonical depth-difference
variances increase faster as a function of internal-wave
strength. This holds for each case, though it is clearest in the
case of the launch-angle intervals that are labeled as
‘‘stable.’’ The ‘‘unstable’’ intervals have larger depth-
difference variances and the response to energy reductions is
less, as a fraction of the initial values.

VII. CONCLUSION

The effect of internal-wave time evolution on acoustic
propagation in the ocean has been examined using numerical
simulations of ray travel over a 1000 km range. A model
internal-wave field was used to introduce range dependence
into each environment. The model field consists of the first
ten modes, specified by a chosen frequency~the M2 tide! and
a simple exponential buoyancy profile, traveling along the
direction between the source and the receiver. Such a model
has a quantitatively correct vertical structure, but a qualita-
tive horizontal and time structure. The entire travel time to
the final range is less than 2% of the chosen internal-wave
period. The resulting time fronts showed the expected ‘‘ac-
cordion’’ shape for early arrivals caused by the profile’s re-
fraction of ray trajectories, as well as the blurring and re-
shaping of the transmission finale´ characteristic of a range-
dependent sound-speed field.

Arrival-depth differences were evaluated between simu-
lations that include the internal-wave time evolution and
those that suppress it. This ‘‘frozen–unfrozen’’ difference
was studied as a function of launch angle, background
sound-speed profile, and internal-wave spectral energy.
These ‘‘frozen–unfrozen’’ differences were also compared
with the differences generated by shifts in the initial launch
angle. From this analysis, the following conclusions can be
drawn

~1! The ‘‘frozen–unfrozen’’ differences were compa-
rable to differences caused by launch-angle differences of
about 100mrad.

~2! The pattern of differences as a function of launch
angle was indistinguishable between ‘‘frozen–unfrozen’’ dif-
ferences and ‘‘launch-angle’’ differences.

~3! It has been established by previous work that the
pattern of ‘‘launch-angle’’ differences as a function of launch
angle changes dramatically for different profiles.1 We have
established that the pattern of ‘‘frozen–unfrozen’’ differences
does the same, in fact following the pattern of ‘‘launch-
angle’’ differences quite closely.

~4! The variance of the ‘‘frozen–unfrozen’’ difference
for each group of launch angles were determined for three
different values of internal-wave spectral energy. No consis-

tent scaling behavior was found for any launch-angle region.
In all cases the Canonical variance increased more quickly
with internal-wave energy than did the Slice89 result@but the
Slice89 variances were much larger, see conclusion~3!#.

The overall conclusion of our study is that very slight
changes in the internal-wave medium causes substantial
changes in the arrival depth of a ray that has traveled 1000
km. Movements in the internal-wave field that represent only
2% of the internal-wave period can cause arrival-depth dif-
ferences of order 1000 m. This observation also has implica-
tions for the common ‘‘frozen-field’’ approximation, which
ignores such movements. Whether such changes are impor-
tant to any particular experiment or simulation calculation
must be evaluated in each particular case. For example, Sim-
menet al.1 evaluated the pattern of chaotic versus stable rays
as a function of launch angle using the frozen approximation
and launch-angle differences of 0.1mrad. If they had in-
cluded internal-wave time evolution for both rays, presum-
ably they would have gotten similar results, without realizing
that the paths they were following in the two cases would
have been drastically different by far more than the differ-
ences they were looking at.
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The measurement of an acoustic emission, or scatter, from a bubble is not difficult. However, an
accurate interpretation of that signal in terms of the bubble dynamics may require careful
consideration. The study presented here is at first sight relatively simple: comparison of the
predicted and measured quality factors of injected bubbles. While the measurement is normally done
by monitoring the decay of passive emissions from a bubble, this technique becomes difficult with
smaller bubbles. Therefore an active technique is introduced, which removes all the
frequency-dependent effects on the measurement~such as transducer response! bar one. That,
critically, is the effect of the change in the bubble resonance~frequency and damping! which results
from the loading on the bubble due to the reverberant field. The vast majority of theoretical
treatments of bubble acoustics assume free field conditions, yet the environmental conditions rarely
if ever match these. Therefore measurements of bubble damping are compared both with the
established free field theory, and with a new theory relevant to the prevailing reverberant conditions
~whether caused by tank surfaces, monochromatic neighboring bubbles, or both!. © 2002
Acoustical Society of America.@DOI: 10.1121/1.1501895#

PACS numbers: 43.30.Jx, 43.30.Ft@DLB#

I. INTRODUCTION

It is usually supposed that one of the simplest experi-
ments in bubble acoustics is the estimation of the equilibrium
radius of the bubble (R) and its quality factor (Q) from the
exponentially decaying sinusoidal pressure trace obtained
when an air bubble is injected into water. The use of formu-
lations resembling those of Minnaert1 or Devin2 is almost
taken for granted in many tests. For example, to the authors’
knowledge, all sparging studies on the use of passive acous-
tic emissions to characterize the bubble population cite Min-
naert’s equation at the outset3–8 ~with the exception of those
which eschew equations9,10!. Sparging experiments~and in-
deed almost all such tank tests involving the low kilohertz
regime! include reverberation, yet like the vast majority of
papers on bubble acoustics the assumption of free-field con-
ditions, implicit in the underlying formulations, is not ques-
tioned. This is true throughout the topic, extending to the
application of nonlinear equations of motion describing high
amplitude bubble oscillation.

For the particular and common task of inferring bubble
size from its resonance or natural frequency, the authors11

previously showed that the presence of a reverberant field

could lead to significant errors if free-field formulations,
such as that of Minnaert, were used. In the present paper, the
rather more difficult problem of calculating the effect of re-
verberation on bubble damping is attempted. The importance
of this work can be judged by considering the following:
There are few end-point equations in bubble acoustics that
do not incorporate the resonance frequency and damping;
and there are few measurements taken in the strictly free-
field conditions upon which the common methods of calcu-
lating the resonance characteristics are based. Reverberation
can arise from the free surface, or from neighboring bubbles,
and even from ‘‘anechoically lined’’ container walls since
these have limitations with respect to absorption and fre-
quency range.

The simplest way of describing bubble damping is
through use of a dimensionless damping coefficient,2,12–15

d tot ~otherwise known as a loss factor!. This parameter equals
the sum of three dimensionless damping coefficients, corre-
sponding to viscous losses (dvis), thermal losses (d th), and
the acoustic radiation from the bubble itself (d rad). For linear
systems at resonance,d tot represents the reciprocal of the
quality factor,Q. Despite the fact that the damping coeffi-
cient is very widely used, it is not always appreciated that the
standard formulations2,14,15 are valid for monochromatica!Electronic mail: tgl@soton.ac.uk
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bubble pulsations only~which means the steady state linear
response to a single-frequency excitation! in the free field.
Even the more sophisticated studies16–21 available, which
would for example allow the calculation of damping during
the interval prior to steady state, still maintain an assumption
of free-field conditions.

Section II describes the general theory. This is followed
by an image interpretation. The technique for measuring in
isolation the effect of reverberation on bubble damping is
then described.

II. METHOD

Section II A gives the general theory for the effect of
reverberation on the fluid loading impedance on a small
bubble in a test tank of rectangular cross section. Section
II B describes the implications of this theory with respect to
the effect of reverberation on the bubble resonance frequency
and radiation damping. Section II C describes an image tech-
nique for calculating the effect which the tank surfaces and
any neighboring bubbles have on the resonance of each
bubble in a population in monochromatic conditions. Section
II D describes a new experimental method for taking mea-
surements in a reverberant tank, which eliminates all the ef-
fects of reverberation except for the loading on the bubble
wall, making it possible to study this effect in isolation.

A. Theory for the radiation loading on a small bubble
in a tank

The impedance presented to a spherically pulsating
bubble, radiusR, is estimated from the average pressure on a
sphere of radiusR that surrounds a point monopole having
the same volume velocity as the bubble. Consider a liquid-
filled rectangular tank that has rigid walls except for the up-
per surface, which is assumed to be pressure-release. The
complex eigenvalues of the tank are denoted byKN

2 . These
are the forced-mode eigenvalues, and depend in principle on
the forcing frequency. However since this paper is concerned
only with modes which exhibit low damping and resonant
behavior, the exact frequency dependence ofKN

2 is not criti-
cal provided its value can be modeled close to resonance. Let
k05v/c be the acoustic wave number corresponding to
acoustic phase speedc and angular frequencyv, andhN be
the loss factor for modeN ~defined as the ratio of the imagi-
nary and real parts ofKN

2 , at resonance!. Then~assuming an
implicit time factor ofej vt)

KN
2 5kN

2 1 jk0kNhN ~kN real; N51,2,3, . . . !. ~1!

The analysis that follows allowsckN to be interpreted as the
mode resonance frequency, providedhN!1. The first stage
of the analysis requires derivation of the acoustic impedance
presented to a pulsating spherical surface in this environment
@Eq. ~6!#. This equation is derived in greater detail by Morse
and Ingard22 @their Eq. ~9.4.6!#, but an outline derivation is
given here to assist understanding of the terms in Eq.~6!.

The pressure at pointx in the tank, due to a point vol-
ume velocity source at pointx0 , is given22 by

p~x!5
j vrU

V (
N51

`
cN~x!cN~x0!

LN~KN
2 2k0

2!
. ~2!

HereU is the source volume velocity; the mode shape func-
tions, cN(x), are evaluated at the positions of the receiver
(x) and the source (x0); andLN is a normalization constant
defined by

E cN
2 ~x!dV5LNV, ~3!

whereV is the volume of the tank. The average pressure on
a small spherical surface of radiusR, centered on the source,
can be evaluated explicitly in the low-frequency limit (k0R
→0) using the expression forp(x) in Eq. ~2!. The result is22

^p~R!&'
j vr

4pR
U S k0R→0; R!

k0
2V

4p
D ; ~4!

provided that the mode withkN50 ~for a hard-walled cavity!
is not included.23

Equation~4! is the free-field result, as expected. It fol-
lows that ifk0R!1 ~but has a finite value!, and if the tank is
sufficiently large for Eq.~4! to be valid ~i.e., k0

2V@4pR),
then an improved approximation is

^p~R!&'
j vr

4pR
U1^p~R!&uk0R2^p~R!&u0

5 j vrUS 1

4pR
1

1

V (
N51

`
1

LN

cN
2 ~x0!

3S 1

KN
2 2k0

2
2

1

KN
2 D D , ~5!

where vectorx0 is the position of the center of the sphere,
and the difference betweencN at the center andcN on the
surface has been neglected.24 The fluid loading impedance on
a small bubble in a tank can now be estimated by dividing
both sides of Eq.~5! by U and simplifying:

Zs5
^p~R!&

U
' j vrS 1

4pR
1

k0
2

V
(
N51

` cN
2 ~x0!

LNKN
2 ~KN

2 2k0
2!
D

~k0R!1!. ~6!

This expression is the Morse and Ingard result@Eq. ~9.4.6!#
for the acoustic impedance presented to a pulsating spherical
surface of radiusR, which represents a single bubble in the
tank.

The first term in the brackets on the right-hand side of
Eq. ~6! is purely reactive; it dominates in the limitk0R→0.
However, it simply represents the free-field inertial fluid
loading on the bubble. What is more interesting is the devia-
tion from the free-field impedance, as given by the modal
summation terms. In particular, the bubble radiation damping
comes entirely from the modal summation terms~note that
no local viscous or thermal damping has been included at
this stage!. At low frequencies, the resistanceZs

R5Re(Zs)
consists of a sequence of resonant modal peaks. At suffi-
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ciently high frequencies the overlap of many modal peaks
will produce a smooth curve, corresponding to

Zs
R'

rck0
2

4p
, ~7!

which is equivalent to the free-field radiation resistance. This
last result is derived in the analysis that follows@see Eq.
~30!#.

The modal loss factors and resonance frequencies can be
found experimentally from transmission measurements in the
tank. Note from Eq.~2! that, in the neighborhood of a reso-
nance, the pressure atx due to a point source atx0 will vary
as

p~x!}
1

KN
2 2k0

2
5

1

~kN
2 2k0

2!1 j hNkNk0

5
1

D
, ~8!

where the denominatorD describes the resonance.
At the modal peak,kN5k0 . Therefore at the half-power

points on the resonance curve,

ukN
2 2k0

2u5hNkNk0 , ~9!

i.e.,

ukN2k0u' 1
2hNkN ~hN!1!. ~10!

It follows that the quality factor for theNth mode of the
tank is equal tohN

21. Once this is known, the real and imagi-
nary parts ofZs can be found explicitly from Eq.~6!. Pro-
vided the loss factorshN are small, and omitting terms inhN

2

~except where they occur inuDu2, in the following! the re-
sistance can be approximated by

Zs
R'

rc

k0V
(
N51

`

SN , ~11!

where

SN5
cN

2 ~x0!

LN

~22nN
2 !hNnN

5

uDu2
. ~12!

Here uDu25(12nN
2 )21(hNnN)2 and nN5k0 /kN is the

ratio of the driving frequency to the resonance frequency of
modeN. In a similar way the reactance can be approximated
by

Zs
I 5Im~Zs!'

vr

4pR
1

rc

k0V
(
N51

`

TN , ~13!

where

TN5
cN

2 ~x0!

LN

~12nN
2 !nN

4

uDu2
. ~14!

Note that the modal summation termsSN in the resistance,
Eq. ~12!, exhibit resonance, while theTN terms in the reac-
tance vanish at resonance@i.e., whennN51; Eq. ~14!#.

For modes of very high order, i.e.,kN→` or nN→0, the
summation termsSN of Eq. ~11! behave like

SN;nN
5 ~15!

and the summation termsTN of Eq. ~13! behave like

TN;nN
4 . ~16!

There should therefore be no problem over convergence.
We can check this by using the asymptotic relations

N;kN
3 2nN

23,
dN

dnN

5n~nN!;nN
24. ~17!

The product of the modal densityn(nN) with SN or TN re-
mains finite, in the limitnN→0.

Note that the sums in Eqs.~11! and ~13! extend from
N51 to N5` over integerN. They may be estimated be-
yond some lower limitN0 by replacing the sum overN with
an integral overn that involves the modal densityn(n):

(
N5N0

`

SN.E
n0

0

S~n!n~n!dn, ~18!

and similarly for(N5N0

` TN . The lower limitn0 is given by

n05k0L0 , ~19!

whereL0 is the length that characterizes the tank dimensions.
Thus n0 is a dimensionless frequency above which the
modes of the tank are sufficiently close-spaced to be re-
garded as a continuum for the purposes of Eqs.~11! and~13!.
The upper limits of the integrals are zero, corresponding to
kN→`.

Note that the modal densityn(n) follows from the
asymptotic mode countN(k):

N~k!.
k3V

6p2
, ~20!

whereV is the tank volume. Thus

N~kN!5
kN

3 V

6p2
5S k0

nN
D 3

V

6p2
, ~21!

and

dN

dn
52

k0
3V

2p2
n245n~n!, ~22!

by definition. In Eq.~22! n is regarded as a continuous vari-
able. Replacement of the summation step (DN51) in Eqs.
~11! and ~13! by an integration increment,dN5n(n)dn,
leads to Eq.~18!.

The final expression forZs , based on summation of Eqs.
~11! and ~13! up to modeN0 , followed by the integral ap-
proximation of Eq.~14! for N.N0 , is as follows. The real
component ofZs is

Zs
R5

rc

k0V
S (

N51

N0

SN1
k0

3V

2p2E0

n0 ~22n2!hn

~12n2!21h2n2
dn D ,

~23!

and the imaginary component is
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Zs
I 5

vr

4pR
1

rc

k0V
S (

N51

N0

TN

1
k0

3V

2p2E0

n0 ~12n2!

~12n2!21h2n2
dn D . ~24!

To obtain Eqs.~23! and~24!, Eq. ~22! for n(n) has been
substituted into Eq.~18!. The expressions forS(n) andT(n),
Eqs. ~12! and ~14!, have been approximated by replacing
cN

2 (x0)/LN with its average value of unity.
Equations~23! and ~24! are the main results of the the-

oretical analysis of this section. Two limiting cases can use-
fully be distinguished, corresponding to low and high fre-
quencies. In the low frequency limit, defined by

k0L05n0!1, ~25!

the contribution of the integral terms is small compared with
that of the summation terms. Note that the integrals in this
case do not pass through any resonances.

In the high frequency limit, defined by

k0L05n0@1, ~26!

the contribution of the integral terms is dominant. Provided
the overlap of individual-mode responses is sufficient to jus-
tify the continuous-distribution model, particularly in the re-
gion close to resonance (n'1) where the integrands are
largest, we can estimate the resistance and reactance as fol-
lows:

Zs
R.

rck0
2

2p2
I res

p

2
h res, ~27!

Zs
I .

vr

4pR
. ~28!

Note that the integral contribution in Eq.~24! tends to
cancel either side ofn'1, which is why Eq.~28! gives just
the free field value. In Eq.~27!, I res represents the value of
the integrand in Eq.~23! at the resonant peak, i.e.,

I res5
1

h res

~n51!. ~29!

Thus

Zs
R~high frequency!.

rck0
2

4p
, ~30!

which is the free field value~as expected!.

B. Practical implications

The practical implications of the radiation loading result
of Eqs. ~11! and ~13! are interesting, in terms of estimating
the bubble radius and damping from the measured acoustic
emissions of a single bubble. We defineZb as the acoustic
impedance of the bubble,25 that is, the ratio of the pressure
changeDp to the inwards volume velocity at the bubble
wall. If Za is the external acoustic impedance due to fluid
loading on the bubble, then resonance occurs when

Za1Zb50. ~31!

Equation~31! can be used to determine the relationship be-
tween the pulsation resonance frequency and the equilibrium
bubble radius. For example, since the apparent bulk modulus
of the gas within the bubble~of volumeVb) when subject to
a pressure changeDp is B52VbDp/DVb , then assuming
single-frequency simple harmonic motion at circular fre-
quencyv, the acoustic impedance of the bubble at low fre-
quencies (k0R!1) is

Zb'
Dp

2U
5

Dp

2 j vDVb

5
B

j vVb

. ~32!

If the gas within the spherical bubble is assumed to be-
have polytropically ~i.e., pVk5constant), thenB5kp0 ,
wherep0 is the ambient static pressure on the bubble andk
is the polytropic index. The bubble at resonance (v5v0) is
described by Eq.~31! ~where in the reverberant conditions of
the tank,Za is described byZs from Sec. II A!. If damping is
small and hence the resistive terms are neglected, thenZa

andZb are almost entirely reactive,v0 is real, and Eq.~13!
gives

j kp0

v0Vb

' j v0rS 1

4pR
1

1

k0
2V

(
N51

`

TND ~k0R!1!, ~33!

whereTN is defined in Eq.~14!. The summation term in Eq.
~33! represents a reverberant-field correction to the free-field
radiation reactance. Neglecting the correction leads to the
free-field expression for the resonance frequency of the
bubble:1

v0.A4pRkp0

rVb

5
1

R
A3kp0

r
5v0 f . ~34!

An improved approximation is found by evaluating the
reverberant correction term at the Minnaert frequencyv0 f .
The corrected resonance frequency for bubble pulsation in a
tank follows from Eq.~34!, with the substitution

1

R
→ 1

R
1

4pc2

v0 f
2 V

(
N51

`

TN f5
1

R
1

4prc2

3kp0V
R2 (

N51

`

TN f .

~35!

HereTN f denotesTN of Eq. ~14! evaluated atv05v0 f . The
presence of the summation in Eq.~35! can be seen as a
correction which modifies the ‘‘free-field’’ resonance fre-
quency for bubble pulsation. A similar correction factor was
used by Leightonet al.11 to modify free-field theory, and thus
to estimate the bubble size from the resonance frequency
measured in reverberant conditions in a pipe.

However there is a critical difference when calculating
how the presence of reverberation changes the bubble damp-
ing. As can be seen from Eq.~11! there is no equivalent
free-field term: the radiation damping result is entirely made
up of the summation terms, and hence the modal structure of
the field has to be very well characterized to evaluate this.
This can be attempted by measuring the character of the
sound field~removing, of course, transducer response, etc.,
see Sec. II C! and identifying the component modes through
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use of Eq.~5!. The data can then be converted into effective
measurements of the radiation resistance. An alternative but
equivalent approach to estimating the reverberation effect is
described in Sec. II C. Here an image model is used to cal-
culate the effect of tank surfaces on the radiation impedance
of a single oscillating bubble. The technique can also be used
to characterize the resonance of each bubble in apopulation
driven to steady state by some external source: the effect on
each bubble of both the tank’s surfaces and of the neighbor-
ing bubbles can be incorporated.

C. Method of images

The effect of neighboring reflective boundaries on the
radiation impedance of a bubble can be modeled using the
method of images. For the specific case of the tank of rect-
angular cross-section discussed in Sec. II A, the location of
the images is calculated from the position of the bubble rela-
tive to each wall, the result being an infinite number of im-
ages arranged in a grid-like pattern. If the complex pressure
reflection coefficient of the various tank walls were of unit
magnitude for the frequencies emitted by the bubble, then a
continuously emitting bubble would of course generate re-
verberant acoustic intensities at the bubble surface which
would grow with time. This produces a coherent radiation
version of Olbers’ paradox,26 by which Halley, Cheseaux,
and Olbers realized that, if the number density of stars were
constant and the absorption of light in interstellar space were
negligible, then unless the universe were finite, the night sky
would generate at the observer an intensity equal to the av-
erage surface intensity of the stars.

The pressure field radiated by the bubblep consists of a
direct fieldpd and a reverberant onepn :

p5pd1pn , ~36!

where in the conditionk0R!1 the reverberant field is virtu-
ally constant over the bubble surface and very similar to that
produced at the bubble center location by a point source
having the same volume velocity as the bubble. The total
acoustic impedance presented to the bubble,Za , is

Za5
p

U
5

pd

U
1

pn

U
, ~37!

wherepd is the direct field on the bubble surface:

pd5
j rv

4pR
1

rv2

4pc
~k0R!1! ~38!

~suppressing the harmonic time dependence throughout!.
Consider two bubbles emitting monochromatic monopole
(kR!1) radiation, the first having volume velocityU and
the second having source strengthFU. The pressure at
bubble 1 as a result of the radiation from bubble 2 is

p125 j vrFUS e2 jkr

4pr
D , ~39!

where the bubble separationr introduces both a phase factor
and an attenuation. The impedance of Eq.~38! resulting from
a population of monochromatic bubbles is therefore

Za5
j rv

4pR
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rv2
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1

j rv

4p (
m52

mmax Fm

r m

e2 jkr m

5
j rv

4pR
1

rv2

4pc
1

rv

4p (
m52

mmax uFmu

r m

~sin~krm2qm!

1 j cos~krm2qm!!, ~40!

where the subscriptm52,3, . . . ,mmax indicates all bubbles
other than bubble 1. These entities may be real bubbles
driven linearly at steady state by an external monochromatic
source. Equation~40! might also describe the impedance of a
single bubble in a tank~where the bubblesm52,3, . . . ,̀
are images!; or indeed be used to calculate the resonance
characteristics of each bubble in a monochromatic popula-
tion within a tank~in which case the population comprises
both real and image bubbles!. To compare with the calcula-
tion of Sec. II A and II B, a single bubble in a rectangular
tank would have images characterized by a range termr m

~equal to twice the shortest distance between the real bubble
and the wall!; and a complex amplitude termFm

5uFmue2 j (kmr m2qm) which would depend on the complex re-
flection coefficient of the boundary in question. Then if the
small-damping polytropic conditions of Sec. II B apply, the
resonance condition occurs when

j kp0

v0V
'

j rv

4pR
1

rv2

4pc
1

rv

4p (
m52

` uFmu

r m

~sin~krm2qm!

1 j cos~krm2qm!!. ~41!

Equating the imaginary parts gives the resonance frequency

v0'
~1/R!A3kp0 /r

A11(m52
` ~R/r m!uFmucos~krm2qm!

, ~42!

which reduces to the Minnaert equation@Eq. ~34!# when, in
the free field, the summation term is zero.

The effect of neighboring bubbles and boundaries on
radiation damping can also be calculated by this method.
Assume that the radiation damping in free space is to be
characterized by the dimensionless damping coefficient,
d rad,free, which is proportional to the real part of the total
acoustic impedance presented to the bubble in free space,
rv2/4pc5rvk/4p. The ratio of the damping in reverberant
conditions,d rad,reverb, to that in free space, equals the ratio of
the real parts of the respective total acoustic impedances pre-
sented to the bubble. Taking again the case of Sec. II A~a
single bubble emitting into a rectangular tank! the ratio of
the real component of Eq.~41! to the free-space value is

d rad,reverb

d rad,free

511 (
m52

` uFmusin~krm2qm!

krm

. ~43!

For solution of the tank case described in Sec. II A and
Eqs. ~42! and ~43!, the spatial distribution of the images is
calculated geometrically, and the frequency-dependent com-
plex reflection coefficient associated with each image is sim-
ply calculated from the number of reflections from the tank
boundaries. The predicted quality factor for a bubble in re-
verberant conditions is then
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Q51/d tot51/~d rad,reverb1d th1dvis! , ~44!

whered th anddvis are found from the usual monochromatic
formulations,2 and whered rad,reverbis calculated by substitut-
ing into Eq.~43! the monochromatic value ofd rad,free, again
calculated from literature.2

With reference to the comments at the start of this sec-
tion, it should be noted that Eqs.~42! and ~43! assume that
the emission from the images is steady. If for example the
source bubble emits an exponentially decaying sinusoid typi-
cal of injection, then the nonsteady nature of the returns in-
troduces an error of orderd tot

2 .

D. Experimental measurements

The method used in this paper for measuring the bubble
resonance and damping relies upon estimation of the impulse
response of bubbles injected one at a time into a tank mea-
suring 0.6 m30.2 m30.23 m deep internally, and having
glass walls of 6 mm thickness. For the ‘‘passive’’ technique,
this consisted of simply measuring the hydrophone signal
detected following injection of the bubble through a needle.
For the ‘‘active’’ technique, the hydrophone signal of interest
is not that emitted by the bubble on injection. Rather, it is the
signal scattered by the bubble some time later, when it is
driven by band filtered white noise~1–25 kHz, generated
using a Bruel and Kjaer Type 2032 dual channel signal ana-
lyzer!. The bubbles examined in this paper have natural fre-
quencies in the range 4–11 kHz. The bubble rises after in-
jection, and is driven into oscillation by the pseudorandom
driving field. Its buoyant passage through a 1 MHz beam
triggers the data acquisition from the hydrophone. It is im-
portant to know the location of the bubble and hydrophone
for comparison with theory. The active technique is particu-
larly useful in measuring the resonance characteristics of the
smaller bubbles, whose natural emissions after injection are
of insufficient amplitude above the noise to obtain sufficient
cycles for a precise measurement of their decay. The follow-
ing describes how the scattered signal is estimated when the
active technique is used.

The received signal at the measurement hydrophone,
y(t), in the active configuration, can be considered as the
superposition of two components, i.e.,

y~ t !5yd~ t !1ys~ t !, ~45!

where yd(t) is the signal due to the direct field~i.e., the
signal that is observed in the absence of a bubble!, andys(t)
is the signal arising from the acoustic field generated by scat-
tering from the bubble. In practice the magnitude of the di-
rect field component is sufficient to corrupt measurements of
quantities, such as quality factors, based on the raw data
y(t). If no bubble is present, then evidently the measured
signal is solely due to the direct field component,yd(t).

Figure 1~a! illustrates a typical example of the spectrum
of a signal received at a hydrophone when an active configu-
ration is employed with a bubble being present. The spec-
trum of the electronic signal used to drive the projector~band
limited Gaussian noise! is also shown. The resulting hydro-
phone signal contains contributions from the direct field and
the scattered signal. The ‘‘N’’-shaped feature at approxi-

mately 3 kHz is a result of bubble scattering.27 The problems
of exploiting this data are evident. The comparatively low
level of the scattered signal relative to the direct field render
the feature difficult to discern even in this relatively small
frequency range~its peak is of a similar magnitude to the
nonbubble feature at around 6 kHz!; and estimation of the
bubble quality factor from such a feature is prone to error
~see the following!. Our methodology aims to reduce the
direct field contribution and allow accurate measurements to
be made.

To estimate the scattered field we first make measure-
ments in theabsenceof a bubble. A known band limited
white noise signal,x(t), is used as an input to the projector
and the resulting hydrophone signal is measured. Using stan-
dard linear systems theory28 we can construct an estimate of
the system impulse response,hd(t), from these two measure-
ments. Assuming that the modeling is successful then

yd~ t !5h~ t !* x~ t !, ~46!

where an asterisk is used to denote linear convolution. The
accuracy of the model can be assessed as a function of fre-
quency by computing and examining the coherence
function.28

A bubble is then introduced to the system. Once again a
band limited white noise signal,x(t), is used to drive the
projector. From the driving signal an estimate of the direct
field component of the hydrophone signal is constructed by
convolving it with the estimated impulse response,h(t),
leading to an estimate of the scattered signal:

ŷs~ t !5y~ t !2h~ t !* x~ t !. ~47!

Hereŷs(t) is an estimate of the contribution of the bubble to
the acoustic field. The results of applying this procedure to
the data in Fig. 1~a! are shown in Fig. 1~b!. The spectrum of
the signal after the effect of the direct field has been sub-
tracted shows a distinct peak close to 3 kHz, for which the
ratio of center frequency to the bandwidth gives the bubble
quality factor. Figure 1~b! illustrates the error that would
have been introduced if one had erroneously assumed thatQ
could be obtained from the equivalent parameters associated
with the 3 kHz peak in Fig. 1~a!.

This model takes account of any shaping of the excita-
tion spectrum that may occur as a result of a modal field
within the tank. This having been removed, what remains is
the effect of reverberant loading on the bubble resonance and
damping.

III. RESULTS

Figure 2 shows the quality factor of the bubble as a
function of its natural~for the ‘‘passive’’ measurements:
j,d! or resonance~for the ‘‘active’’ measurements:h,s,3!
frequency. Results from tap, distilled, and newly acquired
seawater are shown. The solid curve indicates the quality
factor predicted by Devin’s theory, which relates to free field
conditions. The dashed line indicates the result predicted by
Eq. ~43!, with the dotted lines on either side indicating the
maximum and minimum values found by recalculating the
prediction repeatedly, allowing the bubble position and the
wall reflection coefficient to vary within the limits of uncer-
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tainty of each~the latter having a much smaller contribution
that the former, the prediction being fairly robust within the
allowed variation of reflection coefficient!. For clarity, error
bars are not shown~675 Hz; 61 in Q for f ,6 kHz; 62 in
Q for 6, f ,9 kHz; 64 in Q for f .9 kHz!. The lack of
passive data above 6 kHz reflects the signal-to-noise prob-
lem, described in Sec. II C, which makes the technique dif-
ficult for the smaller bubbles. The active technique is not
limited in this way.

The discrepancy between observation and the prediction
of Devin is less than the error associated with the observation
for 26 of the 96 data points. There being negligible uncer-
tainty on this scale in the uncertainty associated with the

Devin curve, the conclusion is that Devin’s theory is inap-
propriate for the reverberant conditions found in this typical
test tank, in the frequency range most often studied in bubble
acoustics. In contrast 76 of the 96 bubbles lie within one
error of the theory presented in this paper. This comparison
needs interpreting with some caution, as discussed in the
following.

IV. DISCUSSION

Although the disagreement between measurement and
Devin’s theory indicates the need for a theory applicable to
reverberant conditions, and while the authors have faith in

FIG. 1. ~a! Spectra of driving signal
and hydrophone signal. The driving
signal in this example case consists of
Gaussian noise, band limited to a fre-
quency range of approximately 1–7
kHz ~though 1–25 kHz was required
for the data of Fig. 2!. ~b! Spectra of
the hydrophone signal before and after
the effect of the direct field has been
removed.
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the theories of Sec. II, implementation of that theory to cal-
culate the modification to bubble resonance imparted by re-
verberant loading is not easy. Whereas calculation of the ef-
fect on resonance frequency11 is possible by using Eq.~37!,
the effect on the damping is very sensitive to details of the
reverberation. The resulting uncertainty allows a range of
predicted values forQ at each frequency in Fig. 2, while the
standard free-field theory predicts a single value. The sensi-
tivity of the prediction to the reverberation parameters is of
course greatest at the peaks and troughs in the plots, and
hence the extreme predictions ofQ.40 should be inter-
preted with caution. For the most part the reverberant theory
suggests for this tank there will be deviations from free-field
predictions of usually up toQ;60%, and these are ob-
served. In addition the predicted sign of the deviation~which
can be positive or negative depending on the frequency! is
borne out in the data.

While the magnitude of the discrepancy is difficult to
calculate precisely, the form for the quality factor of bubbles
in this reverberant environment that is predicted by the
method of images technique described in Sec. II C, agrees
with the trends expected from the general theory of Sec. II A.
Equation~7! predicts that at sufficiently high frequencies, the
damping will tend to a smooth function following the ‘‘free-
field’’ solution. This is a result of modal overlap. The predic-
tion in Fig. 2 bears this out, although in the range considered

the influence of distinct modes is evident. At the lower fre-
quencies the calculation becomes difficult because of conver-
gence problems@note that uDu25(12nN

2 )21(hNnN)2 in
Eqs. ~11! and ~12! becomes very large whenk0→kN , then
nN→1]. Paradoxically this means that the effect of rever-
beration can be easier to calculate in small tanks than in
larger ones. This is because the bubbles most often consid-
ered in test tanks have natural frequencies of the low kilo-
hertz order~see the following!. Therefore unless the tank is
sufficiently vast and sufficiently damped that this range is
higher than the Schroeder frequency, then to ignore rever-
beration the bubble natural frequency must be significantly
less than that of the first tank mode11 ~depending on the
losses, which are generally lowest for these low frequencies!.
In tanks of several meters on a side this in practice would
likely occur only for bubbles resonant at O~10 Hz!. Such
bubbles would generally be much larger than those typically
studied in a test tank. It is well-known that if the intention is
to inject single bubbles into a tank for controlled tests, there
is a range of bubble size outside of which this process be-
comes difficult. Bubbles of centimeter-size break up, and
bubbles of less than around 200mm tend to coalesce into
larger bubbles at the nozzle.29 Even exotic methods~e.g.,
manipulation of the surface tension or pressure head, vibra-
tion of the needle, etc.! can only expand this range to a

FIG. 2. Graph of the quality factor of the bubble as a function of its natural~for the ‘‘passive’’ measurements,j, d! or resonance~for the ‘‘active’’
measurements,h s 3! frequency. Results from tap~j, h!, distilled ~d, s! and newly-acquired seawater~3! are shown. For clarity, error bars are not shown
~675 Hz;61 in Q for f ,6 kHz; 62 in Q for 6, f ,9 kHz; 64 in Q for f .9 kHz!. The curves indicate predictions of the theory of Devin~—! and of this
paper~---!, either side of which is a dotted line indicating the limits of uncertainty in the latter.
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limited degree. Of course smaller bubbles can be produced
by sparging, wave breaking,30 etc., but these bubbles almost
always comprise a subset of a population which includes
larger bubbles giving significant natural emissions at roughly
1–10 kHz.

As this paper has shown, this may well be a problematic
range: the frequencies may be insufficiently high to generate,
via model overlap, the effectively ‘‘free-field’’ solution of
Eq. ~7!; yet they may be so low that anechoic linings are
insufficient to remove reverberation. For example, even with
the free surface replaced by lining, the ‘‘anechoically’’ lined
tank of Bjo”rno” and Kjeldgaard had a pressure amplitude re-
flection coefficient of;0.3 at 10 kHz, the lowest frequency
they measured. The actual performance of linings at the fre-
quencies of interest is not always reported in bubble tests.

As an illustration of the problem, a preliminary attempt
was made to use the results of Fig. 2 to confirm or counter
the suggestion31,32 that bubble damping may depend on sa-
linity. That suggestion followed from a study of the injection
of single bubbles into a tank having ‘‘acoustically transpar-
ent’’ walls. This smaller tank was suspended in a larger 2.5
33.633.6 m3 water tank, where ‘‘the bottom and walls of
the @larger# tank were lined with 82-cm high redwood
wedges with 30 cm330 cm bases; these wedges have a large
acoustic absorption.’’33 Being cognizant that such statements
depend on the frequency of interest, an investigation33 was
made to determine which modes could be excited in the larg-
est tank at frequencies of less than 1 kHz, and identified ones
at around 540 and 950 Hz.

It is well known that dissolved salt can affectpopula-
tions of bubbles, those formed in salt water tend to be more
numerous, particularly regarding the smallest bubbles, and
less prone to coalesce than bubbles in fresh water.34–39When
comparing wave breaking in fresh water with that in salt, it is
one thing to attribute acoustic differences to changes in
populations of bubbles which, as individuals, have un-
changed acoustic properties. That is to say that, even though
the collective effect may be affected by differences between
the fresh and salt water bubble populations, the single-bubble
acoustics is the same~although modifications may be neces-
sary to surface tension and thermal damping terms, etc., as a
result of the ‘‘dirty’’ nature of sea water40!. It is quite another
to suggest that the single-bubble dynamics might be differ-
ent, which is one possible interpretation of the findings of the
study31 mentioned previously. In that, measurements were
made of the logarithmic decrement of relatively large single
bubbles~1.1–2.4 mm radius! injected into water having a
salinity range of 0+/ ++ – 35+/ ++ ~obtained using commercial
salt41!. Both the sound pressure level and the quality factor
were observed to change with salinity, but no mechanism for
such a single-bubble effect has been proposed. If such a
single-bubble effect was robust~and not, as speculated in the
following, a by-product of the reverberation!, it would have
major implications throughout ocean bubble acoustics, for
example in measurements of the bubble population42–46 and
the response of bubbles to short acoustic pulses.47–50

Prior to the current paper, no account has been taken in
test tanks of the effect of the reverberant field on the bubble
damping. That two distinct modes at 540 and 950 Hz could

be identified in the tank used in the earlier study33 suggests
that the data were taken in the frequency range~roughly 1–3
kHz! at which the effect of reverberation is most problem-
atic, as discussed previously. Taking reverberation into ac-
count, the results of Fig. 2 are unable to confirm or deny the
earlier proposition that salinity affects the damping of single
bubbles: the seawater data~3! show a similar measure of
agreement with the prediction of reverberant theory that is
exhibited by tap and distilled water. Hence the disagreement
which is seen in this paper between the seawater data and the
prediction of Devin can be attributed to reverberation. That is
not to prove that reverberation was responsible for the earlier
finding.31,32 However the potential for reverberation to com-
plicate the observation is clear. As an example, even small
changes in frequency/sound speed can tune in or out of the
effect of a given mode, leading to significant changes inQ
~Fig. 2!. While varying the salinity will change the sound
speed in a predictable manner51 in single-bubble tests, when
populationsare entrained there is a second, and often greater
effect. If changes in salinity affect the population of bubbles
entrained, for example by a breaking wave, then varying the
salinity will indirectly affect both the amount of reverbera-
tion and~through the effect of the bubble population on the
sound speed! change the modal frequencies of the tank. Fig-
ure 2 suggests that mode frequency changes of O~1%! can
cause changes inQ of O ~10%!. Therefore it is strongly
recommended that reverberation be considered in tank tests,
and other reverberant environments.52

The importance of reverberation on bubble resonances
should not be underestimated, and its effect cannot be easily
dismissed. It is not confined only to frequencies of tank
modes: apart from the frequency region well below the first
mode,11 or well above the Schroeder frequency, the effect is
potentially very problematic for three reasons.

~1! Calculation of its influence on radiation damping in par-
ticular ~and, to a lesser extent, on the relationship be-
tween the bubble radius and natural frequency! requires
detailed knowledge of the reverberation.

~2! Small changes in damping can have major effects close
to bubble resonance, and discrepancies from the free
field predictions of up to;60% are here observed.

~3! True free-field conditions are rarely found in bubble
acoustics, with even the ‘‘open’’ ocean containing a free-
surface, and scatterers which include other bubbles; and
‘‘anechoic’’ fittings can give significant reflections at the
resonant frequencies of the larger bubbles.

Finally it should be recalled that the ubiquitous assump-
tion of free-field conditions extends beyond bubble entrain-
ment emissions and linear scattering, to the nonlinear models
of bubble motion~such as the Rayleigh–Plesset, Herring–
Keller, and Gilmore-Akulichev formulations!. Certain sce-
narios exploit modal fields, such as in measurement of the
bubble size distribution.53–55 Of particular note is the com-
mon practice of levitating bubbles in a modal sound field for
measurements of, for example, sonoluminescence,56 rectified
diffusion,57 or ~with the comment of this paper particularly in
mind! resonance and damping.58,59In such circumstances the
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effect and validity of the free-field assumption must be as-
sessed.
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Geoacoustic inversion of ambient noise: A simple method
C. H. Harrisona)

SACLANT Undersea Research Centre, Viale S. Bartolomeo 400, 19138 La Spezia, Italy

D. G. Simonsb)

TNO Physics and Electronics Laboratory, Oude Waalsdorperweg 63, 2509 JG The Hague, The Netherlands

~Received 19 November 2001; revised 7 June 2002; accepted 26 June 2002!

The vertical directionality of ambient noise is strongly influenced by seabed reflections. Therefore,
potentially, geoacoustic parameters can be inferred by inversion of the noise. In this approach, using
vertical array measurements, the reflection loss is found directly by comparing the upward- with the
downward-going noise. Theory suggests that this simple ratio is, in fact, the power reflection
coefficient—potentially a function of angle and frequency. Modeling and parameter searching are
minimized, and the method does not require a detailed knowledge of the noise source distribution.
The approach can handle stratified environments and is believed to tolerate range dependence.
Experimental data from five sites, four in the Mediterranean, one on the New Jersey Shelf, are
described. Most of the Mediterranean sites had temporally varying noise directionality, yet yielded
the same reflection properties, as one would hope. One site was visited in conditions of very low
surface noise. This paper concentrates on an experimental demonstration of the feasibility of the
method and data quality issues rather than automatic search techniques for geoacoustic parameters.
© 2002 Acoustical Society of America.@DOI: 10.1121/1.1506365#

PACS numbers: 43.30.Nb, 43.30.Ma@DLB#

I. INTRODUCTION

It is well known that in shallow water the coherence and
directionality of ambient noise depend on the noise source
distribution and environmental parameters such as bathym-
etry, sound-speed profile, and bottom reflection properties. In
general, knowing the environment, one could use a detailed
propagation model to predict noise. Potentially, one could
therefore deduce bottom properties from the noise without a
specialized sound source or even a ship. Pioneering work on
inverting the noise to deduce geoacoustic parameters has
been successfully accomplished@Buckingham and Jones
~1987!; Carboneet al. ~1998!; Aredov and Furduev~1994!#
in environments that are range- and azimuth independent,
and where one can rely on the sources being uniformly dis-
tributed. Carbone used a vertically separated pair of hydro-
phones to measure the broadband noise coherence, which
was then compared with model calculations searching over
geoacoustic parameter space.

In the Mediterranean, where shipping densities are high,
the uniform source distribution assumption is frequently vio-
lated. Furthermore, the source distribution may change over
a period of hours, and there may be more dramatic changes
associated with individual ships at short ranges. For this rea-
son an alternative method@an extension of Aredov and Fur-
duev ~1994!# is investigated in this paper. A preliminary ac-
count of this work was given by Harrison and Simons
~2001!. It is shown below that it is indeed possible to make
deductions about the seabed propertieswithout knowing the
detailed source distribution. In fact, the reflection loss versus
angle can be found directly by comparing the noise intensity

arriving from equal up and down elevation angles. In some
applications, particularly at high frequencies, a solution in
the form of a reflection loss may be more appropriate or
useful than the conventional geoacoustic parameters. An ad-
ditional benefit is that we do not need a detailed noise model,
but on the other hand we do need a vertical array to resolve
angles. Here, we demonstrate the potential of the method
with experimental data from five sites in the Mediterranean
and one on the New Jersey Shelf. A future paper will discuss
techniques for automatic geoacoustic parameter searching.

Ground truth is conveniently provided by independent
conventional geoacoustic inversion carried out either during
the same experiments or on different occasions. There are
also a number of cores and geoacoustic models in most of
the areas. Specific references will be made later.

II. THEORY

A. Noise theory

It is fairly obvious that the noise field depends on the
reflection properties of the seabed, but not so obvious that
the plane wave reflection coefficient is so simply related to
the noise directionality. The array response to a directional
noise field can be represented as an integral over ray arrivals
@Chapman~1988!, Harrison~1996!# or as a wave integral of
a Green’s function@Eq. ~9.14! of Jensenet al. ~1994!#. The
ray approach for a range-dependent environment is spelled
out in the Appendix. Here, we avoid these cumbersome deri-
vations by choosing a simple energy flux argument to explain
the effect in a more concise and convincing way.

Consider a block of sea water, Fig. 1, bounded by the
sea surface, the seabed, and two vertical imaginary lines
~planes! in an otherwise infinite horizontally uniform, verti-
cally stratified environment. Insert an infinite source layer at

a!Electronic mail: harrison@saclantc.nato.int
b!Electronic mail: simons@fel.tno.nl
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some small~finite! depth below the surface. Now, consider
the balance of the upward and downward component of flux
in the box ~both above and below this source sheet!. Note
that because of the horizontal uniformity there is no net hori-
zontal flux, so we can ignore the horizontal component. We
regard the infinite source as emitting an incoherent plane
wave~as a distant light bulb would!! at a given angle which
subsequently obeys Snell’s law at the various depths. Let the
sheet source emit fluxSU upwards andSD downwards~at the
given angle!. Beneath the source we define upward and
downward fluxes~at the corresponding Snell angle! asU and
D, respectively. Just below the source the total downward
flux includes the surface reflected upward-going flux

D5SD1Rs~SU1U !, ~1!

whereRs is the surface power reflection coefficient.
By the definition of the bottom power reflection coeffi-

cient Rb , we have

U5DRb . ~2!

If we define an ‘‘effective’’ source strengthS ~sinceRs may
not be unity! as

S5SD1RsSU , ~3!

then we find

D5S/~12RsRb!, ~4!

U5RbS/~12RsRb!. ~5!

These are exactly the formulas obtained by Chapman~1988!
and Harrison~1996! @also seen in Eqs.~A6! and~A3! of the
Appendix and Harrison~1997a!# but with volume absorption
set to zero. Including absorption in the flux argument is
straightforward. Dividing Eq.~5! by Eq. ~4!, we obtain the
up-to-down noise ratio which is evidently the same as Eq.
~2!. This is no surprise since it is the definition of reflection
coefficient! If we now put a receiver in this field we can
measureU and D, and hence deduceRb , but clearly the
original field consisted of plane waves so we will deduce a
plane wave reflection coefficient. Also, the ratio depends on
local bottom properties, i.e., within about one ray cycle for
the angle in question.

Note that no matter where the sources are, as long as
they are far enough away or large enough to be considered
plane wave sources, Eq.~2! is always true. Therefore, the
underlying tenet of this paper still holds. The plane wave
condition reduces to being able to ensure thatU, D at the
receiver are substantially the same as at the bottom. Clearly,
local point sources~that cannot, in some way, be spatially or
temporally averaged out! violate these assumptions.

This is a powerful derivation for the following reasons:

~i! We have made no assumption about rays, modes, or
waves.

~ii ! We have made no assumption about the dipole or
monopole nature of the source.

~iii ! We have made no assumption about the spectrum of
the source.

~iv! Refraction makes no difference to the argument as
long as energy gets from the surface to the receiver
via the bottom~see the Appendix for more details!.

~v! A small net horizontal component of flux does not
alter the vertical component. Therefore, neither non-
uniform distant sources nor range-dependent environ-
ments spoil the argument~see the Appendix for more
details!.

Thus, this approach can tolerate arbitrary arrangements of
distant ships and simultaneous local or distant wind noise.
However, nearby point sources~with slight asymmetry in
eigenray angles! that do not average out over time lead to
problems that can nevertheless be anticipated and isolated by
inspection of the array’s beam response.

A dramatic demonstration of the correctness of the
theory~at least for range-independent environments! is given
by Harrison and Baldacci~2002!. Within the confines of one
wave model, one can construct both the ‘‘ground truth’’ re-
flection loss and the result of the proposed VLA processing
technique. First,OASR @Schmidt~1999!# was used to calcu-
late the bottom reflection loss for a given environment~simi-
lar to the Sand site, Sec. IV A later!; a preview is shown in
Fig. 2~a!. Then, the array response to a sheet noise source
was found from the correlation matrix option ofOASN

@Schmidt ~1999!#, and the up-to-down noise ratio was ob-
tained from it@Fig. 2~b!#. In this example the array spans the
full water column and these two plots are very nearly iden-
tical. Naturally, as the array size is reduced the deduced re-
flection loss gradually degrades.

B. Possible analysis procedures

There are several ways we can process this type of VLA
data. First, it is possible to leave the output as reflection loss
versus frequency and angle since this is exactly what is re-
quired for some propagation models, e.g., ray traces. Further-
more, it is possible to make comparisons with other reflec-
tion measurement techniques such as the ‘‘move-out’’
method where pulse travel times and known geometry allow
direct measurement@Holland and Osler~2000!#. Second, it is
possible to try to convert the data to frequency-independent
geoacoustic parameters by using a search algorithm and a
plane wave reflection formula or model~as opposed to a

FIG. 1. Diagram showing a finite block from an infinitely wide range-
independent sea. Although sound may propagate obliquely the horizontal
flux balances out, so here we only show the vertical components. Up- and
down-going components of~plane wave! flux SU , SD emanate from a hori-
zontal sheet source just below the sea surface. The vertical balance leaves
componentsU andD in the body of the water, which are simply related to
the bottom reflection lossRB .
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noise model, i.e., one which needs to assume a complete
environment and noise source distribution—precisely what
we hope to avoid with this method!. In the present paper we
will venture no further than hand searches, the main point
being to demonstrate merely that a solution is possible. The
precise meaning of ‘‘hand search’’ will be explained during
discussion of the examples in Sec. IV—the point is that there
is a logical sequence in which one searches for one param-
eter at a time. A third possibility is to use amplitudes and
fringe patterns to calculate layer thicknesses and velocities
directly by methods more akin to those used in geophysical
prospecting. By Fourier transforming from frequency to time
it is, in principle, possible to convert the fringes~being a
power spectrum! to the layers’ autocorrelation function~a
series of delta functions at delays corresponding to all layer
separations!. This time-domain information is then available
as a function of angle.

In all three methods we first need to map the up-to-down
ratio from the angle measured~by beamforming! at the re-

ceiveru r to the angle at the seabedub . Thus, knowing the
sound-speed profile, by Snell’s law we have

ub5acos~~cb /cr !cos~u r !!, ~6!

and with upward refraction, zero bottom grazing angle maps
to a finite nonzero angle at the array. Conversely, with down-
ward refraction, zero angle at the array maps to a nonzero
angle at the bottom, and there will be a small range of angles
at the bottom that is not detectable. It is also necessary that
the path connect with the sea surface—otherwise, there could
not be any measured surface noise at the given angle. If there
is a sound speed higher than that at the receiver depth any-
where above the receivercm , there is a possibility of a
‘‘noise notch,’’ a range of angles that is surface-noise-free.
The edge of this range obviously corresponds to a nonzero
angle at the receiver

um5acos~cr /cm!. ~7!

Beyond this, the bottom angle may be greater or smaller than
the angle at the receiver according to Eq.~6!.

C. Simulated bottom reflection and beamforming

In the subsequent sections we make comparisons be-
tween measurements and predictions. Unless otherwise
stated, the predictions are based on a three-layer~two-
boundary! model with the bottom layer supporting shear
waves. In some cases an extra intermediate fluid layer has
been added. Theory is based on the analytical solutions from
Jensenet al. ~1994!, Eqs.~1.49! ~for shear!, ~1.57! ~for three-
layer!, and~1.65! ~for extension tom layer!. The effect of the
finite beamwidth could be estimated by using a full-noise
model such asOASN @Schmidt~1999!# or CANARY @Harrison
~1997b!#. This is taken up by Harrison and Baldacci~2002!.
Instead, for demonstration purposes we note here that, in the
case where the noise sources are uniformly distributed di-
poles and the environment is independent of range, the di-
rectional noise can easily be calculated~see the Appendix!.
We can therefore estimate the array response knowing the
beam pattern. Dividing downward by upward array response
we obtain the ratio of beam responsesR, which is an ap-
proximation toRb

A~2uo!

A~1uo!
5R~ub~uo!!. ~8!

Thus, for each experimental plot we can provide an unmodi-
fied layer model plot and also a beam-smudged version.

III. EXPERIMENTS

Experiments have been carried out at five sites in the
Mediterranean Sea. Three sites are south of Sicily, near the
Ragusa Ridge@Fig. 3~a!#, one near the Adventure Bank dur-
ing ADVENT99 in May 1999, and the other two on the
Malta Plateau during MAPEX2000bis in November 2000.
The other two are north and east of Elba@Fig. 3~b!# also
during MAPEX2000bis. Bottom types include sand, silt,
mud, and rock, and one of the sites was visited twice first

FIG. 2. ~a! Plane wave reflection loss for a hypothetical three-layer envi-
ronment similar to the Sicily sand case modeled withOASR, and~b! the ratio
of upward-to-downward noise for a 0.5-m-spaced vertical array spanning
the water column calculated byOASN assuming a sheet source and the same
environment.
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with, then without, significant wind noise. Another site was
visited on the New Jersey Shelf during BOUNDARY2001
@Fig. 3~c!#.

In all cases SACLANTCEN’s moored 64-element verti-
cal array ~VLA ! was used for the noise measurements
~Troianoet al., 1995!. The same array was used in conjunc-
tion with sound sources both fixed and towed by SACLANT-
CEN’s ship, RV ALLIANCE, for conventional geoacoustic in-
version experiments~Sideriuset al., 2001!. The 62-m array
was roughly centered in the water column, and although all
64 hydrophones were available only the middle 32 regularly
spaced ones~i.e., total length 16 m at half-meter separation!
were used for these noise calculations.

Noise was sampled at 6 kHz on an automatically re-
peated sequence. During ADVENT99 the sequence consisted
of two roughly 15-s windows every 4 min interlaced with
active transmissions. This arrangement led to less than ideal
gain settings for the noise measurements and a tendency to
introduce quantization effects. In all the other cases noise
measurements were taken for 10 s every 10 s while the RV
ALLIANCE was quiet. The electronics provided a flat band
between about 100 Hz and 2 kHz. Processing consisted of
manually selecting portions without obvious contamination,
and then beamforming them in the frequency domain.

IV. ANALYSIS OF RESULTS

The experimental beamformed array response can be de-
termined conveniently by calculating the cross-spectral den-
sity between all pairs of channels,Ci j ( f ), using a propri-
etary routine including FFT averaging, then multiplying by
the steer vectorswi* (uo , f ), wj (uo , f ) for frequencyf, and
summing

A~uo , f !5wTCw5(
i

(
j

wi* ~uo!Ci j ~ f !wj~uo!. ~9!

Each array response was calculated for 181 steer angles
from the cross-spectral density matrix for the middle 32 el-
ements~17–48! of the 64-element array. The bottom hydro-
phone~number 1! was moored at 11 m above the seabed in
the Mediterranean cases and 14 m in the New Jersey case.
The cross-spectral density used nonoverlapping 128-point
FFTs, sampling at 6000 Hz, averaging over the 10 s of the
file. Further power averaging was carried out over 10 to 30
files. In most cases a total of about 5 min of data~though
carefully selected! proved adequate.

The Mediterranean sites have fairly heavy shipping, par-
ticularly those on the Malta Plateau and Adventure Bank. In
a separate experiment in the vicinity~MAPEX2000!, noise
measurements made with a 256-element horizontal array eas-
ily detected about 14 nearby ships passing in 4 h~Harrison,
2001!. It is thought that there were no ships close enough to
spoil the ‘‘distant ship’’ approximation, although clearly a
nonuniform and evolving distribution is to be expected. At
the sites near Elba there tend to be occasional ferries and
small fishing boats rather than container ships. In contrast,

FIG. 3. ~a! Three experimental sites south of Sicily@Adventure Bank~la-
beled ‘‘S’’!, ADVENT99 and Ragusa Ridge~labeled ‘‘Sa’’ and ‘‘R’’!,
MAPEX2000bis#; ~b! two sites to the north~‘‘S’’ ! and east~‘‘M’’ ! of the
Island of Elba~MAPEX2000bis!; ~c! one site on the New Jersey Shelf
~‘‘C’’ !, BOUNDARY2001 showing the area extensively surveyed by Goff
et al. ~1999!.
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there was hardly any nearby shipping at the New Jersey
Shelf site. Wind speeds are shown in Table I. Sound-speed
profiles at the various sites are shown in Fig. 4.

A. ‘‘Sand’’ site: S. Sicily „near Ragusa Ridge …, 22
November 2000

The array response versus angle and frequency is shown
in Fig. 5~a!. There are various features common to all the
following cases. On the right the intensity falls off rapidly
because of a 2-kHz antialiasing filter. The general broaden-
ing towards the left is a manifestation of the poorer angle
resolution at lower frequency. The double spikes near the
horizontal span a noise notch caused, as explained earlier, by
the sound-speed profile~see Fig. 4!. Straight away we can
see a considerable difference between up- and down-going
intensity. The ‘‘up-to-down’’ ratio is shown in Fig. 5~b!.
Angles have been corrected from that at the receiver to that
at the seabed according to the sound speeds shown in Table I.
~Note that Table I also shows the minimum bottom angle for
rays that connect with the sea surface; below this, data
should be ignored.! Interpreting this picture now as a bottom
reflection loss, the main features are low loss up to a critical
angle and two interference lobes beyond this. This is classic
behavior for a high sound-speed bottom~see, e.g., Jensen
et al., 1994 and Naglet al., 1982!; once the critical angle is
exceeded there is the possibility of simultaneous reflections
from deeper layer boundaries which arrive later and therefore
interfere. Indeed, this interference pattern is evidence that
there is at least one other layer boundary present. Further-
more, in this case the regularity of the fringes with frequency
suggests exactly two boundaries. The drop to low loss at the
top of the picture is an artifact caused by the grating lobe that
arcs from 90° at 1500 Hz~the design frequency! to 40° at 2
kHz in Fig. 5~a!. Similarly, the low losses at low frequencies
are caused by the inevitable poor angle resolution which de-
grades the up-to-down ratio. In fact, with this array the
beamwidths to 3-dB points at 1500, 1000, 500, 200 Hz are,
respectively, 6.7, 10, 20, 50 degs. In retrospect, all these
features, particularly the two fringes, can be discerned by eye
quite clearly in the original array response plot.

We can model these effects by applying the three-layer
~two-boundary! model of Sec. II C with some appropriate
geoacoustic parameters. Geoacoustic models for the vicinity
are given by Maxet al. ~2000!, core analysis by Tonarelli
et al. ~1993!, and independent inversion results from
MAPEX2000bis by Sideriuset al. ~to be published, 2002!.

As shown in Table II, we take parameters from the first ref-
erence as a starting point and then make minor adjustments
by hand; in particular, we adjust the layer thickness for
agreement of fringe separation. The reflection loss is shown
in Fig. 5~c!. If we then simulate the effect of beamforming
~see the Appendix!, the result is remarkably similar to the
experimental plot@Fig. 5~d!#.

B. ‘‘Silt’’ site: N. Elba, 1 December 2000

Experimental array response~AR! and reflection loss
~RL! curves for a silt bottom are shown in Figs. 6~a! and~b!.
There is now no noise notch because the array has no maxi-
mum sound speed above it. The most noticeable feature of
the reflection plot is the irregularity of the interference
fringes and the features at low grazing angles. In fact, we see
superimposed fine and coarse fringes demonstrating that
there must be more than two layer boundaries. Furthermore,
since low frequencies tend not to be affected by thin layers,
we can see that the lower part of Fig. 6~b! is dominated by
fine fringes~200-Hz separation! caused by a thick layer with
critical angle ;20°. In contrast, the coarser fringes seen
starting at 1200 Hz, 90° must be caused by a thinner layer~a

FIG. 4. Sound-speed profiles for all sites derived from near simultaneous
CTDs for all sites except New Jersey, which was XBT. Labels indicate New
Jersey Shelf~NJS!, Adventure Bank~Adv!, S. Sicily ~Sic!, ‘‘sand’’ site
~solid!, ‘‘rock’’ site ~dashed!, and Elba~Elb!, ‘‘silt’’ site ~solid!, ‘‘silt’’ site
without wind ~dashed!, ‘‘mud’’ site ~dot-dash!.

TABLE I. Important sound speeds for angle mapping.

Date
dd-mm-yyyy Site

Depths~m! Sound speeds~m/s!
Min.

bottom
angle~°!

Wind
~kt!Water

Array
center

Array
cr

Bottom
cb

Max.
cmax

06-05-1999 Adv. Bank 80 39 1509.4 1511.2 1513.5 ¯ 5–8
22-11-2000 S. Sicily 139 96 1512.0 1512.0 1524.2 0.00 20–22
23-11-2000 S. Sicily 99 56 1512.8 1511.4 1522.5 2.47 5–6
29-11-2000 N. Elba 121 78 1520.5 1512.1 1520.8 6.03 3–5
30-11-2000 E. Elba 125 82 1520.4 1508.8 1520.6 7.08 12–16
01-12-2000 N. Elba 121 78 1519.9 1513.9 1519.9 5.09 3–4
17-05-2001 N.J. Shelf 140 92 1499.3 1499.3 1500.5 0.00 10–14
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factor of 3 or 4 thinner, judging by the fringes! with a some-
what larger critical angle. This already provides strong clues
to the bottom structure. Notice that the evidence for multiple
layers is only manifest above about 900 Hz.

In earlier experiments at nearby sites, Jensen~1974!
found a good two-boundary fit at low frequencies using
normal-mode propagation modeling, and this was used as a
starting point for subsequent inversion work by Gingras and

TABLE II. Geoacoustic parameters for all sites~initial from reference and final!.

Site

Speed
~m/s!a

Thickness
~m!a

Density
~gm/cc!a

Attenuation
~dB/l!a

Ref.bc1 c2 c3 c4 h2 h3 r2 r3 r4 a2 a3 a4

‘‘silt’’ ¯ 1690 ¯ 1750 4.3 ¯ 1.9 ¯ 2.0 0.4 ¯ 0.4 TTMA
Adv. B. 1511 1630 ¯ 1650 2.5 ¯ 1.9 ¯ 1.9 0.4 ¯ 0.4 Fig 9
‘‘sand’’ ¯ 1554 ¯ 1950 5 ¯ 1.3 ¯ 2.0 0.18 ¯ 0.3 MFHTB
Ragusa 1512 1554 ¯ 1800 1.0 ¯ 1.2 ¯ 2.0 0.18 ¯ 0.2 Fig 5
‘‘silt’’ ¯ 1600 1530 1600 0.2 2.5 ? 1.75 1.8 ? 0.13 0.15 MWJ
N. Elba 1514 1600 1530 1600 0.7 2.1 1.8 1.75 1.8 0.13 0.14 0.15 Fig 6
‘‘mud’’ ¯ 1645 1471 1600 0.3 6 ? 1.5 1.8 ? 0.06 0.15 MWJ
E. Elba 1509 1530 1471 1530 0.8 3.5 1.4 1.2 1.8 0.14 0.06 0.15 Fig 7
‘‘clay’’ ¯ 1530 ¯ ? ¯ ¯ 1.4 ¯ ? 0.1 ¯ ? H
N.J. Sh. 1499 1695 ¯ 1700 3.0 ¯ 1.85 ¯ 1.95 0.15 ¯ 0.15 Fig 10

aLayers are numbered 1–4 from the top. Layer 1 is always water, but only the sound speed is shown. Layer 4 is always a half-space. Sometimes layer 3 is
missing, i.e., zero thickness. A ‘‘?’’ indicates that no information was available from the reference cited.

bBold characters indicate values actually used in the calculations for the figure indicated. Normal characters indicate values suggested by the references cited.
TTMA5Tonarelli et al. (1993); MFHTB5Max et al. (2000); MWJ5Murphy et al. (1976); H5Hamilton (1980).

FIG. 5. ~a! Experimental VLA beam response with 32 elements @ 0.5-m separation at the Ragusa Ridge, S. Sicily, ‘‘sand’’ site.~b! Reflection loss deduced
from the up-to-down ratio of the beams from the VLA~min. bottom angle 0°!. ~c! Reflection loss from a simple layer model with parameters adjusted by hand
as in Table II.~d! Beamformed noise resulting from the modeled reflection loss in a simple sheet noise model@Eqs.~A1!, ~A2!, ~A6!#.
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Gerstoft~1995!. Parameters are given in Table II. These pa-
rameters, when inserted in the noise model, give good agree-
ment with Fig. 6~b! at low frequencies, but to improve agree-
ment at high frequencies we need to insert a thin layer with
high sound speed~Table II!. In fact, there is a lot of evidence
from core analysis for such a thin, high-velocity layer sitting
on top of the sediment near this site@Akal et al. ~1972!;
Murphy and Olesen~1974!; Jensen~1974!; Murphy, Wasilj-

eff, and Jensen~1976!; Holland and Osler~2000!#. In Fig.
6~c! we show a very good fit with a four-layer model.

C. ‘‘Silt’’ site, no wind: N. Elba, 29 November 2000

The silt site was also visited on an occasion when the
sea was flat, calm, and there was hardly any wind~<3 kt!.
There is a dramatic difference, visible immediately from the

FIG. 6. ~a! Experimental VLA beam response with 32 elements @ 0.5-m
separation at the N. Elba ‘‘silt’’ site.~b! Reflection loss deduced from the
up-to-down ratio of the beams from the VLA~min. bottom angle 5.09°!. ~c!
Beamformed noise resulting from the reflection loss modeled using param-
eters adjusted by hand as in Table II.~d! Experimental beam response at the
same site on a different occasion when there was no wind. Note extremely
weak ‘‘up’’ and ‘‘down’’ contributions. ~e! Anomalous reflection loss de-
duced from the up-to-down ratio of the beams from the VLA~min. bottom
angle 6.03°!. The ratio tends to unity since the up and down steered beams
are in reality dominated by sidelobes of the strong ‘‘horizontal’’ noise seen
in ~d!.
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AR plot. The ‘‘up’’ and ‘‘down’’ levels are understandably
both much weaker, but there are still sources near horizontal,
probably distant shipping. On the assumption that there is no
vertical noise at all, the beamformed responses are really
responses of sidelobes to this horizontal noise. The response
is therefore virtually the same up as down, and the ratio
tends to unity~zero dB!. This is essentially what we see in
Figs. 6~d! and ~e!. Although there is structure it is mainly
anomalous. However, it is very obvious from both the sym-
metry in AR plot and the differences in level between verti-
cal and horizontal in the AR plot that this has happened, so
the technique is reasonably robust from this point of view. It
is stressed that it is the beamforming that is breaking down
rather than the theory of this method; the up-to-down ratio is
just difficult to measure in the presence of the loud horizon-
tal sources.

D. ‘‘Mud’’ site: E. Elba, 30 November 2000

The mud site was expected to be lossy with sound
speeds lower than that in water@Murphy, Wasiljeff, and

Jensen~1976!#. In Fig. 7~a! there is evidence of higher losses
at low angles, i.e., an absence of a clear critical angle. Again,
there are two superimposed fringe patterns, one fine—with
seven or eight loss maxima visible at, say 90°, and one
coarse—with only one maximum and one minimum visible.
This suggests three boundaries, two of which are wide apart
and two of which are close together. Murphy, Wasiljeff, and
Jensen~1976! demonstrate that there is again a thin, high-
velocity layer at this site but now in the middle of the sedi-
ment layer. The result of a hand search with a three-boundary
model, assuming a thin layer above the slow sediment layer,
including beamforming, is shown in Fig. 7~b! ~parameters
are in Table II!. By setting first sound speeds, then layer
thicknesses, then density and absorption, it is possible inde-
pendently to control the two sets of fringes, their relative
amplitudes, and the low angle dependence. The search can
be extended to a fourth boundary, simulating the position of
the thin, fast layer within the main sediment layer, but this
does not appear to improve the agreement.

E. ‘‘Rock’’ site: S. Sicily „Ragusa Ridge …, 23
November 2000

This site is included here for completeness, but we sus-
pect that, as in Figs. 6~d! and ~e!, the wind was not strong
enough to avoid artifacts, being 5–6 kts. Nevertheless, in
Fig. 8 one can still see weak structure resembling that seen in
earlier pictures and evidence of interference through layer-
ing, for instance an interrupted thin layer of silt above rock.
Although one would expect rock to be a strong reflector, a
half-space with impedance twice that of water would still
have a reflection loss of 9 dB or so at high angles.

F. ‘‘Silt’’ site: SW Sicily „Adventure Bank …, 6 May 1999

The peak values of reflection loss at this site@Fig. 9~a!#
appear to be weaker than at the earlier ones. Suitable envi-
ronmental data are provided by Tonarelliet al. ~1993!; Caiti
et al. ~1996!; Caiti ~1996!; Snellen et al. ~2001!; Siderius
et al. ~2001! ~see Table II!. There is quite a spread of param-

FIG. 8. Reflection loss deduced from the up-to-down ratio of the beams
from the VLA at the Ragusa Ridge, S. Sicily, ‘‘rock’’ site~min. bottom angle
2.47°!.

FIG. 7. ~a! Reflection loss deduced from the up-to-down ratio of the beams
from the VLA at the E. Elba ‘‘mud’’ site~min. bottom angle 7.08°!. ~b!
Beamformed noise resulting from the reflection loss modeled using param-
eters adjusted by hand as in Table II.
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eters between these references, partly because of real spatial
variability, with sediment densities from 1.6 and 1.9 and
sound speeds from 1670 and 1750 in the first few meters.
The model fits shown in Fig. 9~b! are good but not quite as
good as in the other cases. It is possible that deeper high-
speed layers could account for the ‘‘lamb chop’’ shape of the
experimental fringes~by providing loss peaks at the higher
critical angle!, but in retrospect these shapes look rather sus-
piciously unlike theoretical curves. The prime suspect is the
addition of nonacoustic noise which artificially reduces the
up-to-down ratio. It is known that these data were affected
by a form of uncorrelated~pink! noise, namely, quantization
noise when the gains had been set for experimental purposes
other than gathering noise.

An interesting separate point, taken up in Harrison and
Simons~2001!, is that, although there are changes over sev-
eral hours in noise directionality that are obvious in the beam
response, the derived reflection loss is more or less immune
to them.

G. ‘‘Stiff clay’’ site: New Jersey Shelf, 17 May 2001

There appears to be little quantitative geoacoustic data
available for this site, although it is thought to be a stiff clay
~Goff et al., 1999!. Hamilton ~1980, 1987! provides some
average properties for ‘‘continental terrace~shelf and slope!
environment.’’ Between clayey silt and silty clay, sound
speeds are 1546–1517 m/s and densities are 1.489–1.480
g/cc. Silt clays have a low loss of about 0.1 dB/wavelength.
Initial parameters are shown in Table II.

The experimental reflection loss curve in Fig. 10~a!
shows some layer structure, but the main feature is a simple
step at around 35° up to about 10-dB loss. This can be mod-
eled either as a half-space or as a multiple boundary. The
sound speed in the basement is determined by the obvious
critical angle, and the layer thickness is determined by the
fringe separation. To get a good fit to the depth of modula-
tion, while treating the layer as clay, it was necessary to
choose a density close to that of water~1.05!, but this con-
flicts with the assumption of a clay sediment. Equally con-
vincing fits can be obtained by assuming either a half-space

FIG. 9. ~a! Reflection loss deduced from the up-to-down ratio of the beams
from the VLA at the Adventure Bank, S. W. Sicily, ‘‘silt’’ site~zero bottom
angle corresponds to 2.80° at the array!. ~b! Beamformed noise resulting
from the reflection loss modeled using parameters adjusted by hand as in
Table II.

FIG. 10. ~a! Reflection loss deduced from the up-to-down ratio of the beams
from the VLA at the New Jersey Shelf ‘‘stiff clay’’ site~min. bottom angle
0°!. ~b! Beamformed noise resulting from the reflection loss modeled using
parameters adjusted by hand as in Table II.
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of fine sand with sound speed 1700 m/s and density 1.8 g/cc
~Hamilton, 1987!, or a 3-m layer and basement of slightly
differing properties close to that of fine sand. The effect of
beamforming with the parameters of Table II is shown in Fig.
10~b!. Note that this example happens to reveal an ambiguity
or nonuniqueness in the inversion process which is common
to many inversion methods. The experimental noise tech-
nique deduces a reflection loss which may indeed have mea-
surement errors, but the reflection properties are not ambigu-
ous in the same sense as the geoacoustic properties. A
sensitivity analysis, particularly in this case, would be inter-
esting but it is felt to be outside the scope of this paper. Some
of these issues are discussed in Sec. V.

H. Data quality

The dynamic range of the reflection loss~i.e., depth of
modulation of fringes! sometimes appears to be slightly
smaller in the measurement than in the calculation. An obvi-
ous possible cause is the addition of~frequency-dependent!
uncorrelated noise which potentially spoils the up-to-down
ratio. It has the effect of disproportionately boosting the
weak, upward-going signal, thus making the bottom appear
to be a stronger reflector. In terms of the cross-spectral den-
sity matrix for the array, uncorrelated noise adds to the diag-
onal only. Adding the equivalent of 10% of the downward
power to both up and down would result in a 10-dB ceiling
in measured RL.

A form of uncorrelated noise~in the ADVENT99 data
case only! was quantization noise. Another contender is rat-
tling or knocking of hydrophones in their oil-filled pipe. The
latter was found on several occasions and it has been pos-
sible to find, at one site~New Jersey Shelf!, a morning with
intermittent knocking@multichannel time series in Fig. 11~a!#
and an afternoon without@Fig. 11~b!#. The surprising finding
is that, although the noise directionality has changed between
morning and afternoon, this degree of interference makes no
visible difference to the corresponding derived reflection
loss; Fig. 12 shows the equivalent of Fig. 10~a! but with
knocking. Evidently, although the raw noise time series looks
severely contaminated in the morning, the added absolute
power is insignificant.

V. DISCUSSION OF PERFORMANCE

A. Strengths

The experimental data demonstrate a number of
strengths of the noise inversion method.

~i! No sound source is required.
~ii ! No propagation or noise model is required.
~iii ! The method tolerates unknown source distributions

and noise directionality. It is self-compensating.
~iv! The method tolerates distant point sources and ships.
~v! The method tolerates refracting environments.
~vi! The method tolerates range-dependent environments.
~vii ! In contrast with most other inversion methods, high-

frequency performance is good.
~viii ! The method explicitly shows the critical angle and an

indication of the number of layers; one can distin-

guish by eye between one, two, and more than two
bottom layers. Therefore, it is possible to isolate by
hand the sound speed and thickness in the top few
layers. The depth of modulation is controlled by the
relative strengths of the boundary reflections, i.e.,
their impedance mismatches, so, having fixed the
sound speeds one can determine the densities.

~ix! The method is tolerant to poor data quality.

An interesting question is, if the bottom loss varies with
position, does this method measure a spatial average bottom
loss or is it spatially biased? Ray theory~see the Appendix!
suggests that the crucial bottom area is quite near to the
receiver. In fact, it should be in the vicinity of the first bot-
tom bounce which, of course, is a function of angle. This
hypothesis has been confirmed by conducting a numerical
experiment with a range-dependent wave model in which a
variable size area beneath the array has distinguishable re-
flection properties from more distant points~Harrison and
Baldacci, 2002!. The corollary is that a drifting array could
use this method to survey spatial bottom variations. Indeed,

FIG. 11. ~a! Complete 64 channels of time series~AM, 17-05-01! showing
poor quality data with sound emanating from points on the array. Vertical
channel separation is proportional to hydrophone separation.~b! Complete
64 channels of time series~PM, 17-05-01! showing good quality data.
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this drift technique has been tried in a recent experiment
~BOUNDARY2002, April 2002, unpublished!, again using
the 16-m central part of the VLA. Convincing bottom
changes were seen during a several mile drift.

B. Analysis issues

1. Random errors

Assessing the impact of errors quantitatively is a diffi-
cult problem, and the purpose of Harrison and Baldacci
~2002! was to investigate some of these problems by numeri-
cal simulation. Among the problems discussed elsewhere in
this paper are: addition of uncorrelated noise to the hydro-
phones; deviation of the array from the vertical; sidelobe
leakage in the presence of powerful directional sources; er-
rors in up–down ratio for small angles where low losses are
expected; resolvable eigenrays from nearby shipping.

2. Systematic errors

Two effects are obvious in all the comparisons between
experimental and modeled reflection loss~including the
OASR, OASN pair in Fig. 2!. One is that, inevitably, at angles
as small as the beam resolution the up-to-down ratio tends to
unity. Thus, there is a predictable region near horizontal
where the result is anomalous. The region gets wider as fre-
quency lowers, but improvements are possible either by us-
ing techniques such as adaptive beamforming or by increas-
ing the aperture. Another effect that depends on hydrophone
separation rather than array size is the onset of a grating lobe
at the design frequency. This typically results in anomalously
low reflection loss.

3. Inversion problems

Even given an error-free measurement of~power! reflec-
tion loss, the geoacoustic properties that result from inver-
sion are not necessarily unique. This is common and well
known with many inversion techniques, and the usual solu-
tion is to introduce constraints on the magnitudes and behav-

ior of the physical parameters. An additional weakness in the
noise case is that we have lost allabsolutephase informa-
tion, although we have retained somerelativephase informa-
tion in the form of the interference fringes. If we were to
Fourier transform a complex~frequency-dependent! reflec-
tion coefficient we would, in principle, obtain an impulse
response of the layers akin to standard geophysical displays
@see the ‘‘move-out’’ technique in Holland and Osler~2000!#.
The inversion ambiguity would therefore be the same as for
those techniques. If, on the other hand, we Fourier transform
the modulus square of the reflection coefficient we would
obtain the autocorrelation function of the impulse response.
Thus, layer spacing information is still there but it is mixed
up to the extent that one cannot distinguish the order of, say,
a thick layer and a thin layer. Nevertheless, even with a
power reflection coefficient, the evident critical angle, inten-
sity contrast, and fringe separation mean that sound speed,
impedance mismatch, and layer thicknesses are fairly well
determined as long as we assume a reasonably small number
of layers.

C. Experimental issues

In general, there are a number of experimental issues.

1. Requirement for a VLA

It is true that the existing experimental arrangement us-
ing a 62-meter VLA is cumbersome and expensive. How-
ever, the aperture used in all the cases shown here is only
15.5 meters~32 elements @ 0.5-m separation!, and one
could contemplate two alternatives. One is an expendable
VLA that is left to drift in much the same way as a sonobuoy.
The other is a drifting or moored synthetic aperture, where
one hydrophone is fixed in depth and the other moves up and
down. In this way one could obtain vertical coherence, or
rather, cross-spectral density for all necessary separations as
required by Eq.~9!.

2. Up–down beamforming contrast

Although the interference patterns seen in the experi-
mental curves resemble those seen in theory, the theoretical
reflection loss curves often contain taller spikes. This effect
is, of course, highlighted by displaying in dBs, but there are
various possible causes that could, in principle, be serious.
Possibilities include addition of nonacoustic noise~electrical,
quantization! or uncorrelated noise~strumming, knocking! or
poor beamforming~incorrect assumptions on hydrophone
gain, hydrophone separation or location, poor angle discrimi-
nation, poor knowledge of sound-speed profile!. Most can be
checked by inspection ofv-K plots, intensity histograms of
individual channels, or the cross-spectral density matrix near
the diagonal.

3. Array tilt

Even if the tilt is known, it is difficult to compensate
mathematically without knowing the horizontal noise source
distribution—but to know this defeats the object of this
method, i.e., simplicity. Therefore, we need to make sure that
the tilt stays inside some bounds set by the array’s angle

FIG. 12. Reflection loss deduced from the up-to-down ratio of the beams
from the VLA at the New Jersey Shelf ‘‘stiff clay’’ site but usingpoor
quality dataas shown in Fig. 11~a!. Note that differences between this and
the good quality data result@Fig. 10~a!# are barely perceptible.
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resolution. However, fortuitously, when the resolution is
poor ~for low frequencies and steep angles! the reflection
loss varies slowly with angle. This is no coincidence; the
former depends on thevertical scale of the array, whereas the
latter depends on thevertical scale of the layers. In fact, a
glance at any of the reflection loss plots shows relatively
gradual changes with angle, so that a tilt-induced spread of a
few degrees cannot produce significant effects~Harrison and
Baldacci, 2002!.

4. Low-angle (near-horizontal) data

In this approach the reflection loss for very small angles
depends on small differences between large quantities. It is
therefore intrinsically unreliable. The true reflection loss
must tend to zero at 0° so one could, perhaps, make use of
this fact and loss values just inside the critical angle to de-
duce the absorption of the top sediment layer.

VI. CONCLUSIONS

A simple technique for extracting geoacoustic param-
eters from ambient noise measurements has been proposed
and demonstrated with experimental data. Unlike coherence-
based methods that use a hydrophone pair, this technique
does not require a noise model. It can therefore still work
when the noise directionality and bathymetry are unknown.
The workable frequency range is determined by the array
design frequency at high frequency, where grating lobes
spoil the up-to-down beam ratio, and by its angle resolution
at low frequency. In practical systems this complements con-
ventional active inversion techniques where sound-speed
fluctuations impede model matching at high frequencies
~Sideriuset al., 2001!.

A theoretical justification was given in terms of acoustic
flux and also ray theory. This was supported by the results of
a separate numerical study, using the wave modelsOASN and
OASR, in which there was close agreement between the up-
to-down beam ratio and the hypothesised ‘‘true’’ plane wave
bottom loss.

A major point of the paper is that there are very clear
variations from site to site that are unaffected by temporal
changes in noise directionalities at those sites. In addition,
the reflection loss interference patterns can be simply mod-
eled with parameters close to those already found in other
studies for the same sites. So far, the hand-searching tech-
nique has relied on inspecting the experimental plot for criti-
cal angle, fringe spacing, and depth of modulation to find a
solution. It is felt that the method is now ripe for an auto-
mated search.

The method appears to be robust against most common
forms of experimental data contamination except, of course,
for absence of wind.
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APPENDIX: REFLECTION LOSS RELATION TO NOISE
DIRECTIONALITY IN A RANGE-DEPENDENT
ENVIRONMENT

Here, we choose a ray approach in order to allow for
spatially varying environments and source distributions as
already been developed by Harrison~1997a!. Given a noise
directionality N(f,u) ~a function of elevation angleu and
azimuthf! and the vertical array’s beam patternB(u,uo) for
each steer angleuo , the array responseA(uo) is given by

A~uo!5E E N~f,u!B~u,uo!cosu du df. ~A1!

In a range-dependent environment the directionalityN(f,u)
can be expressed as two multiplicative terms@Harrison
~1997a!#; in the equivalent formula for coherence the beam
pattern is simply replaced by a phase term

N~f,u!5Q~u!F~f,u!. ~A2!

The function F is generally a complicated function of
bathymetry, sound speed, and noise source distribution in-
cluding multiple arrivals for each angle, although under cer-
tain conditions it can still be expressed in closed form@Har-
rison ~1997a!#. For instance, it is a geometric series in a
range-independent environment. The functionQ is simply

Q~u!5exp~2asp!, u>0

5Rb~ub!exp~2a~sc2sp!!, u,0, ~A3!

whereRb(ub) is the local~within one ray cycle of the re-
ceiver! bottom ~power! reflection coefficient, andub is re-
lated by Snell’s law tou at the receiver. The exponential
terms represent, respectively, the attenuations along the re-
sidual parts of the ray directly from the surface (sp) and
directly from the bottom (sc2sp). If we could access the
directionality itself, dividing the downwardN by the upward
N, we would eliminate the functionF, leaving

N~f,2u!

N~f,1u!
5

Q~2u!

Q~1u!
5Rb~ub!exp~2a~sc22sp!!.

~A4!

Since this is true for all azimuthsf, it is also true for the
azimuth integral*N(f,u)df. Assuming that the effects of
absorption over one ray cycle are small, we obtain

*N~f,2u!df

*N~f,1u!df
5Rb~ub!. ~A5!

Given appropriate angular resolution in Eq.~A1!, we can
actually measureRb as a function ofu and henceub , since
the beam response tends to the noise directionalityN.

From the ray point of view the reason for this simplicity,
despite inclusion of spatial variation of the environment and
noise source distribution, can be seen as follows. Imagine a
distant point noise source from which a single ray extends,
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after multiple surface and bottom reflections, to the receiver.
For every such ray arriving directly~i.e., most recently! from
the surface, there is a corresponding ray arriving from the
seabed with exactly one extra bottom reflection, the same
number of surface reflections, and almost the same horizon-
tal wave number. Provided the environment changes only
slowly over one ray cycle, the slight shifts in position of
reflection points have no effect. So, all distant point sources,
regardless of their strength, will appear weaker byRb(ub)
for downwardu than for upwardu. In addition, we can relax
the ‘‘distant source’’ condition provided the source distribu-
tion is close to uniform as in the subsequent part of Harrison
~1997a!. The reasoning here is that with a sheet source there
is no geometric spreading~it cancels out!, so the only differ-
ence between an upgoing and a downgoing ray at exactly the
same angle is the nearby bottom reflection. The same argu-
ment applies even if there have been several ray cycles be-
tween the surface source and the receiver.

In order to simulate the effects of beamforming on the
directionality @see Eq.~A1!# we note that, in the case where
the noise sources are uniformly distributed dipoles and the
environment is independent of range, the functionF in Eq.
~A2! reduces to

F~f,u!5sinus /@12Rs~us!Rb~ub!exp~2asc!#, ~A6!

with Rs andus being surface loss and surface angle, respec-
tively. We can therefore estimate the array response using
Eqs. ~A1! and ~A2! knowing the beam pattern~from the
array dimensions!. Dividing downward by upward array re-
sponse, we obtain the ratio of beam responsesR, which is an
approximation toRb

A~2uo!

A~1uo!
5R~ub~uo!!. ~A7!

We note that, althoughF does not truly cancel out, its influ-
ence on the ratioR(ub(uo)) is weak. Therefore, we assume
that an estimate ofF under the ideal conditions of a uniform
noise source distribution, as in Eq.~A6!, will suffice.
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This paper examines the effect on matched-field geoacoustic inversion of including source spectral
information, as can be available in controlled-source acoustic surveys. Source information can
consist of relative or absolute knowledge of the source amplitude and/or phase spectra, and can
allow frequency-coherent processing of spatial acoustic-field data. A number of multi-frequency
acoustic processors, appropriate for specific types of source information, are defined based on the
likelihood function for complex acoustic-field data with Gaussian noise. The information content of
the various processors is quantified in terms of marginal probability distributions and
highest-probability density intervals for the unknown geoacoustic and geometric parameters, which
define the accuracy expected in inversion. Marginal distributions are estimated using a fast Gibbs
sampler approach to Bayesian inversion, which provides an efficient, unbiased sampling of the
multi-dimensional posterior probability density. The analysis is illustrated for incoherent and
coherent processors corresponding to several types of source knowledge ranging from complete
information to no information, and the results are considered as a function of the spatial and
frequency sampling of the acoustic fields. ©2002 Acoustical Society of America.
@DOI: 10.1121/1.1502897#

PACS numbers: 43.30.Pc, 43.60.Pt@WLS#

I. INTRODUCTION

Determining seabed geoacoustic properties from mea-
sured ocean acoustic fields represents a challenging nonlin-
ear inverse problem which has received a great deal of atten-
tion in recent years, e.g., Refs. 1–21. Most commonly, an
optimization approach known as matched-field inversion
~MFI! has been applied. MFI assumes a bounded search
space for a discrete modelm of unknown geoacoustic and
geometric parameters, and minimizes an error function~pro-
cessor! E(m) that quantifies the mismatch between measured
and modeled acoustic fields. A wide range of algorithms
have been applied to this minimization, including iteratively
refined grid search methods,1–3 global search methods such
as simulated annealing4–7 and genetic algorithms,8–11 and
hybrid inversions.12–16However, considerably less effort has
been applied to the problem of evaluating the information
content of the processor that is minimized.

Most applications of MFI to date have been based on the
information contained in the spatial coherence of the com-
plex acoustic field across an array of sensors at a single fre-
quency, or on spatial information summed incoherently
across a number of frequencies. This approach requires no
knowledge of the source spectrum, similar to incoherent
matched-field processing~MFP! approaches to passive
source localization,22,23where the properties of the unknown
acoustic source are often unavailable. However, geoacoustic
surveys often make use of a controlled acoustic source, and
hence it is reasonable to examine MFI approaches that ex-
ploit source knowledge~e.g., from a calibrated source orin
situ recordings of source transmissions at an adjacent sensor!

to quantify the possible improvement in constraining geoa-
coustic parameters.

Source information can consist of absolute or relative
knowledge of the transmitted amplitude and/or phase spec-
trum, with knowledge of both allowing frequency-coherent
processing of spatial acoustic-field data. The most common
approach to coherent processing consists of applying the
Bartlett or linear processor~defined in Sec. II! to augmented
data and replica vectors formed by concatenating the spatial
field measurements at the constituent frequencies, as first
suggested for MFP localization by Tolstoy.24 This approach
implicitly requires knowledge of the relative amplitude and
phase spectra~i.e., the amplitude and phase are known to
within a frequency-independent scaling and phase shift, re-
spectively!. Several approaches have been developed to
overcome this requirement for coherent MFP localization.
Michalopoulou and Porter25 and Michalopoulou26 normal-
ized the fields and removed the phase differences by rotating
the fields at each frequency to a common phase at the first
sensor. Orriset al.27 treated the relative phases between fre-
quencies as additional unknowns in the localization problem,
which was solved using simulated annealing optimization.
Approaches such as these allow coherent localization of an
unknown source, albeit with reduced information content
compared to coherent processing with explicit source knowl-
edge.

Coherent geoacoustic inversion has been considered by
several authors. Taroudakis and Markaki10 compared inco-
herent and coherent Bartlett processors~assuming relative
spectral knowledge! for several noise-free synthetic test
cases, with results that did not clearly favor either processor.
Michalopoulou3 carried out geoacoustic inversion using
time-domain matching of the ocean waveguide impulse re-a!Electronic mail: sdosso@uvic.ca
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sponse. Hermand17 used a similar approach, inverting broad-
band data at both a vertical array and at single sensors with
excellent results. Time-domain matching typically applies
knowledge of source phase, at least to within a linear shift
~to account for an unknown source instant!, which can be
searched for independently as the lag-time of a cross-
correlation function.

This paper seeks to quantify the effects of including ex-
plicit source spectral information of various types in geoa-
coustic inversion. To this end, a variety of acoustic proces-
sors, appropriate for specific types of spectral information,
are defined using a maximum-likelihood approach, as sug-
gested by Mecklenbra¨uker and Gerstoft.18 A total of nine
likelihood-based processors are derived here, with their ap-
plicability depending on the following two factors:~i!
whether the source amplitude spectrum is known absolutely,
is known to within a frequency-independent scaling, or is
unknown at each frequency, and~ii ! whether the source
phase spectrum is known absolutely, is known to within a
frequency-independent phase shift, or is unknown at each
frequency. The two cases in which the amplitude and phase
spectra are both unknown or are both known in a relative
sense lead to the incoherent or coherent Bartlett processors,
respectively.

The various spectral processors are compared here using
a Bayesian approach to quantifying their geoacoustic infor-
mation content. In Bayesian inversion,28–31 the solution is
characterized in terms of the posterior probability density
~PPD! for the unknown parameters, which combines data
information with available prior information. Data informa-
tion is expressed in terms of a likelihood function, with dif-
ferent likelihood functions resulting for different types of
spectral knowledge. The information for individual geoa-
coustic parameters is examined here in terms of marginal
probability distributions and highest-probability density in-
tervals, which define the accuracy expected in inversion.
This analysis provides a quantitative measure of the effect of
including source information of various types on geoacoustic
parameter uncertainties.

Gerstoft8 and Gerstoft and Mecklenbra¨uker11 first ap-
plied a Bayesian formalism to geoacoustic inversion, using a
genetic-algorithms-based approach to sample the PPD during
MFI. Dosso20 developed a fast Gibbs sampler~FGS! ap-
proach, which was validated by comparison with exhaustive
methods for several benchmark test cases. When sampled to
convergence, the marginal distributions were found to gener-
ally have simple, smooth forms that facilitate straightforward
comparisons for different cases. Moreover, marginal distribu-
tions for measured data were found to agree well with those
for synthetic test cases,21 illustrating that simulations can
provide a meaningful evaluation of practical cases. The FGS
approach is applied here to examine various spectral proces-
sors; a similar approach was used to investigate the effects of
experimental and propagation modeling factors in Refs. 32
and 33, respectively.

The goal of this paper is to develop a Bayesian approach
to quantify the geoacoustic information that results from in-
corporating different types of source information. The ap-
proach is illustrated using a benchmark-standard test case19

and considered as a function of the spatial and frequency
sampling of the acoustic fields~i.e., the number of sensors
and frequencies employed!. The remainder of this paper is
organized as follows. Section II derives the likelihood-based
processors, and briefly describes the theory and computa-
tional approach to estimating the corresponding marginal
distributions for geoacoustic parameters. Section III presents
a number of examples of the analysis considering several
processors, including those containing no source information
~incoherent processing!, relative source information~coher-
ent processing!, and absolute source information. Finally,
Sec. IV summarizes and discusses this work.

II. THEORY

A. Likelihood-based acoustic processors

This section derives a set of likelihood-based acoustic
processors18 corresponding to different possible states of
source knowledge. Consider complex acoustic pressure-field
datad5$df , f 51,F% as measured at an array ofN spatially-
distributed sensors andF frequencies~i.e., df represents a
column vector withN elements!. Assuming complex, zero-
mean, Gaussian-distributed random errors, incoherent across
frequency, the data likelihood function is given by

L~dum!5
1

pF )
f 51

F
1

uCf u
exp$2@df2df~m!#†Cf

21

3@df2df~m!#%, ~1!

wheredf(m) is the replica field for modelm andCf is the
data covariance matrix at thef th frequency~† denotes con-
jugate transpose!. This likelihood function can be written in
the form

L~dum!}exp@2E~m!#, ~2!

where the error function~processor! E(m) is defined

E~m!5(
f 51

F

@df2df~m!#†Cf
21@df2df~m!#. ~3!

It is convenient to apply the Cholesky decompositionCf
21

5L fL f
† , and define transformed datad̃f5L f

†df and replicas
d̃f(m)5L f

†df(m). In the transformed space, the errors are
uncorrelated spatially, and are complex Gaussian distributed
at each sensor with unit standard deviation. Applying the
Cholesky decomposition essentially absorbs the data covari-
ance matrix into scaled and rotated data vectors, simplifying
the following development~this step is not required, but if
omitted the covariance term must be carried through all
equations!. Note that under the common assumption of spa-
tially independent errors it follows thatd̃f5df /s f and
d̃f(m)5df(m)/s f , wheres f is the standard deviation at the
f th frequency. Under the general transformation, Eq.~3! can
be written
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E~m!5(
f 51

F

ud̃f2d̃f~m!u2

5(
f 51

F

@ ud̃f u21uD̃f u222R$d̃f
†D̃f%#, ~4!

whereR$•% represents the real part. Equation~4! provides
the appropriate error function for the case where the source
amplitude and phase spectra are known in an absolute sense
at each frequency, and is referred to here as the absolute
processor.

In some MFI applications, absolute knowledge of the
source spectrum may not be available~e.g., inversion based
on sources of opportunity, ambient noise, or explosive
charges!. In such cases, appropriate acoustic processors can
be derived by considering the replica fields asd̃f(m)
5SfD̃f(m) and maximizing the likelihood overSf , whereSf

represents the state of available knowledge~absolute, rela-
tive, or unknown! of the complex source strength~amplitude
and phase! at frequencyf andD̃f(m) is the replica field com-
puted via a numerical propagation model without source in-
formation.

Consider first the case where source amplitude and
phase are both unknown at each frequency, i.e.,Sf5Afe

iu f

with Af andu f unknown for f 51, F. The appropriate error
function is obtained by minimizingE ~hence maximizingL!
over Sf at each frequency. This procedure is presented in
detail in Refs. 11, 18, and 21, and is only summarized here.
Substituting d̃f(m)5Afe

iu fD̃f(m) into Eq. ~4!, setting
]E/]Af50 and]E/]u f50, and substituting the resulting so-
lutions for Af andu f back into Eq.~4! leads to

E5(
f 51

F F ud̃f u22
ud̃f

†D̃f u2

uD̃f u2
G , ~5!

where the explicit dependence ofE and D̃f on m is sup-
pressed. The term in square brackets in Eq.~5! consists of
the standard Bartlett mismatch between measured and replica
fields at thef th frequency. The error function consists of an
incoherent summation of Bartlett mismatches over fre-

quency, and is referred to here as the incoherent processor.
Next consider the case where the source strength is

known from frequency to frequency in a relative sense, but
the absolute amplitude and phase are unknown. In this case
Sf5Aeiu, i.e., the unknown amplitude scaling and phase
shift are independent of frequency. MinimizingE overA and
u as before leads to

E5(
f 51

F

ud̃f u22
u( fD̃f

†d̃f u2

( f uD̃f u2
. ~6!

Equation~6! represents an error function based on a coherent
summation over frequency of Bartlett correlations, and is
referred to here as the coherent processor. Note that the co-
herent processor is equivalent to applying the standard
Bartlett mismatch to augmented vectors for the data and rep-
lica constructed by concatenating the spatial fields at the con-
stituent frequencies.

The geoacoustic information content of the absolute, in-
coherent, and coherent processors is examined via Bayesian
analysis in Sec. III. The absolute processor involves com-
plete knowledge of the source, while the incoherent proces-
sor involves no source information. These represent the two
extremes of the acoustic processors considered here, with the
coherent processor representing an intermediate level of
source information. Other processors involving intermediate
source information of various types may be appropriate in
particular cases. These are derived in a manner similar to that
above, and are summarized in Table I, but, for brevity, are
not examined in detail in this paper. Several straightforward
observations can be made about the processors in Table I. In
terms of knowledge of the source amplitude spectrum, when
absolute information is available, no scaling of the replica
fields D̃f is applied. For relative amplitude information, the
replicas are scaled by the frequency-independent factor
( f uD̃f u2. For unknown amplitudes, the replica at each fre-
quency is normalized by its amplitude~e.g., Df /uDf u!. In
terms of knowledge of the source phase spectrum, when no
information is available, the processors involve summation
over the magnitude of complex inner products at each fre-

TABLE I. Maximum-likelihood processors for various states of knowledge of the source amplitude and phase
spectra: a—absolute knowledge, r—relative knowledge, u—unknown.Sf refers to the complex source repre-
sentation used in derivation of processorE.

Amplitude Phase Sf Processor,E

a a ¯ ( f 51
F @ ud̃f u21uD̃f u222R$d̃f

†D̃f%# ~Absolute processor!

u u Afe
iu f ( f 51

F @ ud̃f u22ud̃f
†D̃f u2/uD̃f u2# ~Incoherent Bartlett!

r r Aeiu
( f 51

F ud̃f u22u( fD̃f
†d̃f u2/( f uD̃f u2 ~Coherent Bartlett!

r a A ( f 51
F ud̃f u22R$( f d̃f

†D̃f%
2/( f uD̃f u2

u a Af ( f 51
F @ ud̃f u22R$d̃f

†D̃f%
2/uD̃f u2#

u r Afe
iu

(f51
F Fud̃f u22

R$~ d̃f
†D̃f !

2A( j~D̃j
†d̃j !

2/( j~ d̃j
†D̃j !

2%1ud̃f
†D̃f u2

2uD̃f u2
G

r u Aeiu f ( f 51
F ud̃f u22(( f ud̃f

†D̃f u)2/( f uD̃f u2

a u eiu f ( f 51
F @ d̃f u21uD̃f u222ud̃f

†D̃f u#
a r eiu

( f 51
F @ ud̃f u21uD̃f u2#22u( f 51

F d̃f
†D̃f u
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quency. For relative or absolute phase information, the pro-
cessors include summation over complex inner products or
their real parts~both of which retain phase information!. Fi-
nally, cases in which both amplitude and phase are known in
either an absolute or relative sense lead to frequency-
coherent processors~i.e., summation over frequencies can be
replaced by augmented data and replica vectors!.

B. Bayesian uncertainty analysis via fast Gibbs
sampling

This section briefly describes the theory and implemen-
tation of the fast Gibbs sampler~FGS! approach to Bayesian
geoacoustic inversion used to quantify the information con-
tent of likelihood-based acoustic processors. More complete
treatments of FGS are available in Refs. 20 and 21, and of
Bayesian theory in Refs. 29–31. Letm and d represent
model and data vectors, respectively, with elementsmi and
di considered to be random variables. Bayes’ rule for condi-
tional probabilities leads to

P~mud!}L~dum!P~m!, ~7!

whereP(mud) represents the PPD,L(dum) is the likelihood
function, andP(m) is the prior probability distribution. The
likelihood function is determined by the form of the data and
noise; appropriate likelihood functions for MFI are of the
general formL(dum)}exp@2E(m)#, as discussed in Sec.
II A. Hence, the normalized PPD can be written

P~mud!5
exp@2E~m!#P~m!

*M exp@2E~m8!#P~m8! dm8
, ~8!

where the integral is over the multi-dimensional model space
M.

To interpret the multi-dimensional PPD requires compu-
tation of its integral properties. The properties considered in
this paper to characterize parameter uncertainties are mar-
ginal probability distributions and highest posterior density
~HPD! intervals.31 The marginal distribution for parameter
mi is defined

P~mi ud!5E
M

d~mi82mi !P~m8ud! dm8, ~9!

whered is the Dirac delta function. Thea% HPD interval
represents the interval of minimum width containinga% of
the area of the marginal distribution.

The multi-dimensional integral for the marginal distribu-
tions, Eq.~9!, can be written in the standard form

I 5E
M

f ~m8!P~m8ud! dm8. ~10!

Monte Carlo methods provide a standard approach to such
integrals based on a sample of models drawn at random from
a uniform distribution over the parameter space. However, if
the integrand is concentrated in localized regions of the
space, many of these models will not contribute significantly
to the integral. The method of importance sampling draws
samples from regions that contribute most to the integral,
resulting in more efficient sampling. Letg(m) denote the
~normalized! sample generating function from whichQ

samples are drawn; the integral of Eq.~10! can then be writ-
ten

I 5E
M

F f ~m8!P~m8ud!

g~m8! Gg~m8! dm8

'
1

Q (
i 51

Q
f ~mi !P~mi ud!

g~mi !
. ~11!

An effective approach to importance sampling in Bayesian
inversion is given by Gibbs sampling~GS! in which the
model is perturbed repeatedly, with perturbations accepted if
a uniform random numberj drawn from the interval@0, 1#
satisfies the condition

j<exp@2DE/T#, ~12!

where T is a control parameter referred to as temperature.
Markov-chain analysis29,30 indicates that the equilibrium dis-
tribution of the GS is given by the Gibbs’ distribution

PG~m!5
exp@2E~m!/T#

(M exp@2E~m!/T#
, ~13!

where the summation overM represents all possible models.
Comparison ofPG(m) of Eq. ~13! with P(mud) of Eq. ~8!
indicates that the two are identical at temperatureT51 for
the case of uniform prior distributions~the standard case in
MFI!. Therefore, in the limit of a large number of perturba-
tions, GS provides an unbiased sampling of the PPD. Em-
ploying GS in importance sampling, the sampling function is
g(m)5P(mud), and Eq.~11! becomes

I'
1

Q (
i 51

Q

f ~mi !. ~14!

Accordingly, marginal probability distributions are repre-
sented by histograms computed from the sample of models
collected by the GS algorithm.

The fast Gibbs sampler~FGS! employed here is based
on accelerating standard GS in the following ways.20 ~i! FGS
is initiated at highT and cooled rapidly toT51 prior to
accumulating the sample to ensure the sampling begins in
high-probability regions of the model space.~ii ! Standard GS
perturbs parameters along the coordinate axes, and can be
inefficient for problems involving correlated parameters.
FGS overcomes this by applying the perturbations in a ro-
tated model space6 obtained by an orthogonal transformation
that diagonalizes the parameter covariance matrix as esti-
mated from a small initial sampling.~iii ! In GS, each param-
eter perturbation is drawn over the entire parameter bounds,
which can result in many large perturbations that are inevi-
tably rejected. In FGS, the maximum perturbation size for
each parameter is determined adaptively to apply perturba-
tions of the maximum size accepted with noninfinitesimal
probability. The convergence test for FGS involves simulta-
neously collecting two independent samples of models and
intercomparing their cumulative marginal distributions. Con-
vergence is achieved when the maximum difference is suit-
ably small ~,0.1!, and the final sample is taken to be the
union of the two independent samples. The FGS algorithm
has been compared to standard GS and Monte Carlo integra-
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tion for several benchmark test cases for geoacoustic inver-
sion and found to produce identical results~within the con-
vergence criterion! in orders of magnitude less computation
time.20

III. PROCESSOR INFORMATION CONTENT

This section applies Bayesian analysis to examine the
geoacoustic information content of acoustic processors incor-
porating varying degrees of source knowledge. The example
used here is adopted from the 1997 Geoacoustic Inversion
Workshop19 ~Workshop97!, which provided synthetic test
cases designed to serve as benchmark standards for geoa-
coustic inversion. The test case, referred to as WA at Work-
shop97, involves acoustic propagation in a shallow-water en-
vironment with a two-layer seabed consisting of a sediment
layer over a semi-infinite basement~illustrated in Fig. 1!.
The case includes a total of nine unknown parameters con-
sisting of three geometric parameters: source range and

depth,r and z, and water depth,D, and six seabed param-
eters: sediment thickness,h, sound speeds at the top and
bottom of the sediment layer,c0 andc1 , sound speed of the
basement,c2 , and densities of the sediment and basement,
r1 and r2 , respectively. The seabed attenuation is fixed at
0.23 dB/wavelength in the WA benchmark case~i.e., not
treated as an unknown parameter!. The data consist of
complex acoustic pressure measurements at a vertical line
array of sensors. Although the original benchmark test cases
involved accurate data, to simulate meaningful inversions,
errors were added to the data for the cases considered here.
The data errors were modeled as complex, Gaussian-
distributed random variables, incoherent both spatially and
across frequencies. A flat spectrum from 20 to 200 Hz
was used, and the signal-to-noise-ratio was taken to be
SNR510 dB at each frequency, since previous analysis of
geoacoustic survey data indicated that this was a reasonable
level to represent noise and mismatch error.21 In addition, the
parameter search bounds were taken to be wider than those
of the original benchmark case, so that the data information
and not the bounds constrain the solution. In the examples
presented here, the FGS algorithm typically sampled
20 000–40 000 accepted models for convergence, and re-
quired about 8 h of CPU time on a 400-MHz Pentium PC.
Replica acoustic fields were computed using the normal-
mode model ORCA.34

The first case considered involves acoustic data that are
well sampled both spatially and with respect to frequency,
with measurements at 20 sensors evenly spaced over the wa-
ter column at 10-Hz intervals from 20 to 200 Hz~i.e., 19
frequencies!. The marginal probability distributions for this
case are shown in Fig. 2 for the incoherent Bartlett processor

FIG. 1. Unknown geoacoustic and geometric parameters for the benchmark
test cases~VLA denotes a vertical line array of sensors!.

FIG. 2. Marginal probability distributions for acoustic-
field measurements at 20 sensors evenly spaced over
the water column and 19 frequencies in the band 20–
200 Hz for the incoherent, coherent, and absolute pro-
cessors. Dotted lines indicate true parameter values.
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~no source spectral information!, coherent Bartlett processor
~relative spectral information!, and absolute processor~abso-
lute spectral information!. In this and subsequent figures, the
normalization applied to the distributions for each parameter
~i.e., each panel! was chosen for graphical purposes, and is
not necessarily the same from parameter to parameter or
from figure to figure. However, since the interpretation of
parameter uncertainties is based on the relative widths~rather
than amplitudes! of the marginal distributions, differing nor-
malizations do not preclude comparisons between param-
eters or figures~quantitative comparisons are made in terms
of HPD intervals, and are not affected by plotting normaliza-
tions!. The marginal distributions in Fig. 2 are generally uni-
modal with reasonably smooth and simple forms in each
case. Note that since noisy data were inverted, the maxima of
the marginal distributions are not necessarily expected to
correspond to the true parameter values. Figure 2 shows that
including source spectral information has a strong effect for
the geometric parametersr, z, andD, with substantially nar-
rower uncertainty distributions obtained for the coherent and
absolute processors than for the incoherent processor. The
effect of source information on the uncertainties of the six
seabed parameters is not as strong, but is still significant for
several parameters. Marginal probability distributions com-
puted for similar cases but with reduced spatial sampling
~five sensors over the water column! and frequency sampling
~five frequencies in the band 20–200 Hz! are shown in Figs.
3 and 4, respectively. The parameter uncertainty distributions
obtained in these cases are significantly wider than those in
Fig. 2, and in each case the effects of source knowledge are
strongest on the geometric parameters.

A more precise comparison of the results for the various

processors and for different spatial and frequency samplings
can be made in terms of HPD intervals derived from the
marginal distributions. In particular, parameter uncertainties
are quantified here by the width of the minimum interval
containing 95% of the area of the marginal distribution. To
examine the relative effects of source spectral information,
Fig. 5 compares the width of the 95% HPD intervals for the
incoherent, coherent, and absolute processors. This figure
shows that smaller uncertainties are obtained for the coherent
processor than for the incoherent processor for all parameters
and samplings. The uncertainties for the absolute processor
are almost always smaller than for the coherent processor,
although this difference is typically less pronounced and in
several cases an~insignificant! increase is observed. The un-
certainty in ranger is affected profoundly by source infor-
mation, with the normalized HPD width for the coherent and
absolute processors reduced by a factor of;400 compared
to that for the incoherent processor for all spatial and fre-
quency samplings. The uncertainties in source depthz and
water depthD are also strongly affected by source knowl-
edge, with HPD intervals reduced by factors greater than 2
and 10, respectively. As noted previously, the improvements
in resolving the seabed parameters that result from source
information are typically more modest, with reductions in
uncertainty by factors of approximately 1.2–2.4 between the
incoherent and coherent processors, and typically smaller
improvements between the coherent and absolute processors.

Figure 5 also shows that the finer spatial and frequency
sampling~20 sensors, 19 frequencies! leads to significantly
smaller uncertainties for all parameters and all processors. In
fact, better results for the seabed parameters are usually ob-
tained for incoherent processing of well-sampled fields than

FIG. 3. Marginal probability distributions for acoustic-
field measurements at 5 sensors evenly spaced over the
water column and 19 frequencies in the band 20–200
Hz for the incoherent, coherent, and absolute proces-
sors. Dotted lines indicate true parameter values.
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for coherent or absolute processing with poorer sampling in
space or frequency. However, for the geometric parameters,
coherent and absolute processing yield substantially better
results than incoherent processing regardless of the sam-
pling. Figure 5 also shows that, for this test case, whether the
largest uncertainties result from reduced sampling in space or

frequency varies from parameter to parameter. Improvements
in geoacoustic uncertainties by increasing the number of fre-
quencies included in the inversion have been observed pre-
viously for measured data by Hermand and Gerstoft35 and
Dosso and Nielsen.21

To further consider the effects of spatial and frequency

FIG. 4. Marginal probability distributions for acoustic-
field measurements at 20 sensors evenly spaced over
the water column and 5 frequencies in the band 20–200
Hz for the incoherent, coherent, and absolute proces-
sors. Dotted lines indicate true parameter values.

FIG. 5. 95% HPD interval widthsD for the incoherent,
coherent, and absolute processors~parameters have
same units as in Figs. 2–4!. Solid circles—20 sensors,
19 frequencies; open circles—5 sensors, 19 frequen-
cies; triangles—20 sensors, 5 frequencies.
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sampling, Fig. 6 compares the marginal probability distribu-
tions computed for the coherent processor for acoustic fields
sampled at 20 sensors and 19 frequencies from 20 to 200 Hz
~same as in Fig. 2! to those computed for a single sensor and
101 frequencies, and for 20 sensors and a single frequency
~100 Hz!. Note that the horizontal scales of this figure differ
from those of Figs. 2–4 to accommodate wider marginal
distributions. The marginal distributions shown in Fig. 6~b!
for a single sensor were computed with an interfrequency
spacing of 1.8 Hz over 20–200 Hz to approximate the results
of broadband or time-domain pulse processing. Marginal dis-
tributions for single sensors at a number of different depths
were computed and varied slightly; the results shown in Fig.
6~b! were for a sensor located at mid-depth in the water
column which provided some of the better results. The mar-
ginal distributions in Fig. 6~b! are comparable to those com-
puted for the multi-sensor, multi-frequency case in Fig. 6~a!,
indicating that geoacoustic and geometric parameters can be
well determined using a single sensor, given adequate fre-
quency sampling~i.e., the acoustic-field variation over fre-
quency provides sufficient information content!. This conclu-
sion agrees with the analysis of broadband single-sensor MFI
for measured data carried out by Hermand.17 It should be
noted, however, that the assumption of independent errors
across frequencies will be probably not be satisfied for ex-
perimentally measured data with small frequency spacings;
hence, the results presented here may be somewhat optimis-
tic. Finally, the marginal distributions shown in Fig. 6~c! for
an array of sensors and a single frequency represent a sub-
stantial degradation in information content, precluding mean-
ingful estimates for a number of parameters.

IV. SUMMARY AND DISCUSSION

Geoacoustic surveys typically employ controlled acous-
tic sources; hence, source spectral information can be avail-
able to provide additional information in geoacoustic inver-
sion, although this has not commonly been done to date. This
paper considered the problem of evaluating the effects of
incorporating source spectral information in matched-field
geoacoustic inversion. Various types of source information
were treated by defining appropriate acoustic processors
based on the corresponding likelihood functions for complex
acoustic-field data. Nine processors were defined depending
on whether the source amplitude and phase spectra are
known in an absolute or relative sense or are unknown at
each frequency, with both amplitude and phase knowledge
leading to frequency-coherent processors. Three processors
corresponding to different levels of source knowledge were
studied quantitatively. These included the absolute processor
which includes complete~absolute! source spectral informa-
tion, the coherent Bartlett processor which includes relative
spectral information, and the incoherent Bartlett processor
which involves no source information.

The effect of source knowledge was examined by quan-
tifying the information content of the various processors in
terms of marginal probability distributions and highest prob-
ability density intervals for the unknown geoacoustic param-
eters computed using a fast Gibbs sampler approach to Baye-
sian inversion. The analysis was applied to a benchmark test
case involving six unknown seabed parameters and three
geometric parameters, with a SNR of 10 dB. Estimation of
the geometric parameters was substantially improved by in-

FIG. 6. Marginal probability distributions for the coher-
ent processor with~a! 20 sensors, 19 frequencies;~b! 1
sensor, 101 frequencies, and~c! 20 sensors, 1 fre-
quency. Dotted lines indicate true parameter values.

1397J. Acoust. Soc. Am., Vol. 112, No. 4, October 2002 S. E. Dosso and M. J. Wilmut: Source information in inversion



corporating source information~relative or absolute!, with
HPD-interval widths for the water depth and source range
reduced by one and more than two orders of magnitude,
respectively. Improvements for the seabed parameters were
significant but more modest, with HPD intervals reduced by
factors of 1.2–2.4 between the incoherent and coherent pro-
cessors, and typically smaller improvements between the co-
herent and absolute processors. Significantly smaller param-
eter uncertainties were obtained for well-sampled acoustic
fields than for fields with reduced sampling in space or fre-
quency. In fact, better results for the seabed parameters were
typically obtained for well-sampled fields and incoherent
processing than for reduced sampling and coherent or abso-
lute processing; however, the opposite was true for the geo-
metric parameters. Relatively poor results were obtained for
acoustic fields sampled at an array of sensors at a single
frequency. However, single-sensor coherent processing of
fields at a large number of frequencies~approximating broad-
band analysis! produced good results.

The analysis described in this paper was also applied to
the same test case at different SNRs as well as to two other
benchmark test cases~denoted SO and AT at Workshop97!,
with similar results to those presented here. In particular, the
AT test case involved sediment and basement attenuation as
unknown parameters. The acoustic data were found to be
relatively insensitive to the attenuations, which were poorly
constrained and showed only modest improvement for coher-
ent or absolute processing.

Finally, it should be noted that the results of studies such
as this can be case dependent and could vary somewhat for
different geoacoustic models, frequency ranges, noise levels,
etc. However, it is believed that the conclusions of this study,
summarized above, are generally applicable. In particular,
including source spectral knowledge in the form of
frequency-coherent processing can significantly reduce the
uncertainties of seabed geoacoustic parameters, and substan-
tially improve geometric parameter estimates. Quantitative
studies such as this should help guide in designing efficient
and effective geoacoustic surveying methods.
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A new 1-D integral representation for dynamic response
of anisotropic elastic solids due to a point force
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A new 1-D integral is presented for calculating the transient response due to a suddenly applied
point force in a general anisotropic solid. The integral is based on a 2-D solution for a line force. It
is shown that the integral reduces to a simple expression for the static Green’s function immediately
after the passage of the last bulk wave. The computational efficiency and accuracy of the proposed
formulation are demonstrated by numerical examples for zinc and copper. ©2002 Acoustical
Society of America.@DOI: 10.1121/1.1502900#

PACS numbers: 43.35.Cg@LLT #

I. INTRODUCTION

The displacement response due to a point impulsive
force in an unbounded solid, or elastodynamic Green’s func-
tion, is important in many applications. It is the fundamental
solution on which the boundary element method for analyz-
ing the transient response of a finite elastic body is based. It
is also useful in such areas as crystal acoustic, nondestructive
testing, and seismology.

The Green’s function for an isotropic elastic solid is well
known and can be found in many books.1,2 For anisotropic
elastic solids, the Green’s function has been expressed in
various forms. Burridge3 obtained the Green’s function as an
integral over the unit sphere with the use of the plane wave
expansion of Dirac’s delta function. An integral representa-
tion over the slowness surface was also derived by Burridge.
Similar result was derived by Yeatts4 and Wang and
Achenbach5 using Radon transforms and Every and Kim6 by
Fourier integral methods. Norris7 extended Burridge’s for-
mulation to piezoelectric, thermoelastic, and poroelastic sol-
ids. van der Hijden8 used a modified Cagniard–de Hoop
method to obtain the Green’s function in the form of a 1-D
integral over a unit circle. Tewary9 gave a 1-D integral rep-
resentation in terms of Dirac’s delta function. An extensive
discussion on the types of wave arrival singularities has been
provided by Every and Kim.6 Payton10 found closed-form
expressions for the dynamic response functions along the
symmetry axis of transversely isotropic media.

In this paper the dynamic response of a general aniso-
tropic solid due to a point force of Heaviside unit step func-
tion time dependence is considered. This time dependence is
assumed as the calculations may be performed more directly.
A time derivative of the dynamic response function would
give the Green’s function. Another reason for the choice is
that the static Green’s function may be anticipated for a suf-
ficiently long time. The 2-D Radon transform is employed to
reduce the 3-D problem to the 2-D problem corresponding to
a line force,11,12 for which an explicit solution is available.13

A 1-D integral representation for the 3-D dynamic response
function is obtained from its 2-D counterpart using the in-
verse Radon transform. The 1-D integral is also integrated
over a unit circle as that of van der Hijden.8 However, the
present integral depends explicitly on the eigenvalue and ei-

genvector of a 6-D matrix in general and no iterations are
needed. Indeed the closed-form solutions for isotropic media
or transversely isotropic media can be easily obtained with
the new integral. It is shown that upon the arrival of the last
bulk wave, the integral can be evaluated without solving the
eigenvalue problem. In fact, under the circumstances the in-
tegral is the same as that of Synge14 for the static Green’s
function. For illustration and comparison purposes, numeri-
cal examples are provided for zinc, which is a transversely
isotropic material, and copper, which is a cubic material.

II. DYNAMIC RESPONSE TENSOR

Consider an infinite anisotropic elastic solid subjected to
a suddenly applied point force at the originx50 at t50. The
dynamic response function tensorg(x,t) is governed by

Ci jks

]2gkn

]xj]xs

1d ind~x!H~ t !5r
]2gin

]t2
, ~1!

where Ci jks is the elastic constant,r is the density,d in is
Kronecker’s delta,d is Dirac’s delta function, andH the
Heaviside step function. In Eq.~1!, repeated indices are
summed from 1 to 3. The Green’s functionG(x,t) due to an
impulse force ofd(t) time dependence is related tog(x,t) by

G~x,t !5
]g~x,t !

]t
.

Let ĝ be the 2-D Radon transform ofg defined as15

ĝ~j1 ,x2 ,f,t !5R„g~x,t !…

5E
2`

` E
2`

`

g~x,t !d~j12n"x! dx1 dx3 , ~2!

where n5@cosf,0,2sin f#T. Application of the Radon
transform to Eq.~1! leads to

Q~f!
]2ĝ

]j1
2

1„R~f!1R~f!T
…

]2ĝ

]j1]x2

1T
]2ĝ

]x2
2

1d~j1!d~x2!H~ t !I5r
]2ĝ

]t2
, ~3!
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where I is the identity matrix and the elements of the 333
matricesQ(f), R(f), andT(f) are given by

Qik~f!5Ci jksnjns , Rik~f!5Ci jksnjms ,
~4!

Tik5Ci jksmjms5Ci2k2 ,

wherem5@0,1,0#T. In deriving Eq.~3!, the following prop-
erty of the Radon transform was used

RS ]g

]xi
D 5ni

]ĝ

]j1

, i 51,3. ~5!

The matricesQ(f), R(f), andT can also be expressed as12

Q~f!5VTQ* ~f!V, R~f!5VTR* ~f!V,
~6!

T5VTT* ~f!V,

whereQik* 5Ci1k1* , Rik* 5Ci1k2* , andTik* 5C21k2* , superscript
T denotes matrix transpose, and

V5F cosf 0 2sin f

0 1 0

sin f 0 cosf
G .

HereCi jks* is the elastic constant with respect to the coordi-
nate system obtained by rotating an anglef about thex2

axis. Substitution of Eq.~6! into Eq. ~3! yields

Q*
]2ĝ*

]j1
2

1~R* 1R* T!
]2ĝ*

]j1]x2

1T*
]2ĝ*

]x2
2

1d~j1!d~x2!H~ t !I5r
]2ĝ*

]t2
, ~7!

where

ĝ* 5VĝVT. ~8!

Equations~7! and ~8! show thatĝ and ĝ* are the 2-D dy-
namic response functions corresponding to a line force on
the line j15x250 with respect to the original and the ro-
tated coordinate systems, respectively. Thusg due to a point
force can be obtained fromĝ due to a line force by the
inverse Radon transform as15

g~x,t !52E
0

p

ĝ~n"x,x2 ,f,t ! df, ~9!

whereĝ is given by

ĝ~n"x,x2 ,f,t !

52
1

4p2E2`

` 1

j12n"x2 i0

]ĝ~j1 ,x2 ,f,t !

]j1

dj1 . ~10!

With Eq. ~8!, the derivative]ĝ/]j1 in Eq. ~10! is given
by

]ĝ~j1 ,x2 ,f,t !

]j1

5VT
]ĝ* ~j1 ,x2 ,f,t !

]j1

V, ~11!

where]ĝ* /]j1 may be expressed as13

]ĝ* ~j1 ,x2 ,f,t !

]j1

5
1

2p (
k51

n1

ImF ak* ak*
T

~j11pkx2!ak*
Tb̂k*

G .

~12!

In the preceding equation the 331 vectorsak* (j1 /t,x2 /t,f),
b̂k* (j1 /t,x2 /t,f) and the scalarpk(j1 /t,x2 /t,f) are deter-
mined by the following sextic eigenvalue problem:

S N̂1* N̂2*

N̂3* N̂1*
TD S a*

b̂* D5pS a*

b̂* D , ~13!

where

N̂1* 52T̂* 21R̂* T, N̂2* 5T̂* 21,

N̂3* 5R̂* T̂* 21R̂* T2Q̂* ,

Q̂* 5Q* 2rS j1

t
D 2

I , R̂* 5R* 2r
j1x2

t2
I ,

T̂* 5T* 2rS x2

t
D 2

I ,

and n1 is the number ofpk with positive imaginary part.
Substitution of Eq.~6! into Eq. ~13! leads to

S N̂1 N̂2

N̂3 N̂1
TD S a

b̂D5pS a

b̂D , ~14!

where

N̂152T̂21R̂T, N̂25T̂21, N̂35R̂T̂21R̂T2Q̂,

Q̂5Q2rS j1

t
D 2

I , R̂5R2
j1x2

t2
I , T̂5T2rS x2

t
D 2

I ,

and

a5VTa* , b̂5VTb̂* . ~15!

From Eqs.~12! and ~15!, Eq. ~11! becomes

]ĝ

]j1

5
1

2p (
k51

n1

lmF akak
T

~j11pkx2!ak
Tb̂k

G . ~16!

With Eq. ~16! and Cauchy integral theorem, Eq.~10! gives

ĝ~n•x,x2 ,f,t !52
1

8p2 (
k51

n1

ReF akak
T

~n"x1pkx2!ak
Tb̂k

G ,

~17!

whereak , b̂k , and pk are determined by Eq.~14! with j1

5n"x1 i0. Substitution of Eq.~17! into Eq.~9! finally yields

g~x,t !52
1

4p2 (
k51

n1

ReF E
0

p akak
T

~n"x1pkx2!ak
Tb̂k

dfG .

~18!

Since no particular elastic symmetries are assumed in deriv-
ing Eq.~18!, without loss of generality we may orient thex2

axis to pass through the observation point so thatx15x3

50 andx25r .0. Equation~18! may then be simplified as
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g~r ,t !52
1

4p2r
(
k51

n1 E
0

p

ReF akak
T

pkak
Tb̂k

G df. ~19!

Equation~19! may be further simplified fort.r /cmin ,
cmin being the minimum bulk wave speed in thex2 direction.
In this case the eigenvaluespk appear as three complex con-
jugate pairs andn153. It can be shown that16

(
k51

3

ReF akak
T

ak
Tb̂k

G50, (
k51

3

ReF b̂kak
T

ak
Tb̂k

G51. ~20!

On the other hand, Eq.~14! with j150 yields

ak

pk

52@Q21~f!R~f!ak1Q21~f!b̂k#. ~21!

Equations~20! and ~21! give

(
k51

3

ReF akak
T

pkak
Tb̂k

G52Q21~f!,

and Eq.~19! becomes

g~r ,t !5
1

4p2r
E

0

p

Q21~f! df. ~22!

Equation~22! is free of the eigenvalues and eigenvectors and
is thus applicable to degenerate materials as well. In fact this
is the static Green’s function developed by Synge.14 Since
Eq. ~22! is independent oft, g,(x,t) takes on the correspond-
ing static value immediately after the arrival of the last bulk
wave.

In general Eq.~19! must be evaluated numerically. How-
ever, if the material is isotropic or thex2 axis is the symme-
try axis of a transversely isotropic material, closed form ex-
pression can be obtained. For these materials

aS i0,
r

t
,f D5VT~f!a* S i0,

r

t D ,

~23!

b̂S i0,
r

t
,f D5VT~f!b̂* S i0,

r

t D ,

pk is independent ofu, and Eq.~19! may be easily integrated.
The resulting nonzero components ofg(r ,t) are

g115g3352
1

8pr
~k11* 1k33* !, G2252

k22*

4pr
, ~24!

where

k* 5 (
k51

n1

ReF ak* ak*
T

pkak* b̂k*
G . ~25!

Similar closed form solutions have been derived by Payton.10

As an illustration consider isotropic materials in the range
r /c1,t,r /c2 , c1 and c2 being the longitudinal wave and
the transverse wave speed, respectively. In this casen151
and

a1* 5S 1
p1

0
D , b̂1* 5S X2c2

22S r

t D
2Crp1

22rc2
2

0

D ,

~26!

p15
ic1

Ac1
22r 2/t2

.

Substituting Eq.~26! into Eq. ~25!, we have

k11* 5
1

r XS t

r D
2

2
1

c1
2 C, k22* 52

1

r S t

r D
2

, k33* 50,

and the classical result is recovered.

III. NUMERICAL EXAMPLES

Consider first the case of zinc, which is a transversely
isotropic material. Let thex2 axis coincide with the symme-
try axis. Since all planes containing thex2 axis are equiva-
lent symmetry planes, we may restrict our attention to the
(x1 ,x2) plane. The independent material constants were
taken asC115165, C22562, C12550, C13531, and C44

539.6 ~in GPa!. The section of the wave surface in the
(x1 ,x2) plane is shown in Fig. 1, wherex1 andx2 are scaled
by c0t, c05AC44/r.

To calculate the response at a pointx15r sin u, x2

5r cosu, the coordinate system is first rotated such that the
point of interest lies on the newx2 axis. After Eq.~19! is
evaluated, the result is then rotated back to the original co-
ordinate system so that

g~r ,u,t !5M ~u!Tgu~r ,t !M ~u!,

whereM (u) is given by

FIG. 1. A section of the wave surface for zinc.
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M ~u!5S cosu 2sin u 0

sin u cosu 0

0 0 1
D

and gu is the response function with respect to the rotated
coordinate system. The numerical integration of Eq.~19! is
carried out with Gaussian quadrature. To expedite the nu-
merical computation of Eq.~19!, a small but finite positive
imaginary number has been assigned toj1 in Eq. ~14!. This
is done at the cost of smoothing the discontinuities at the
wave arrivals. SincegT5g andg315g3250 due to the ma-
terial symmetry, it is only necessary to consider the ‘‘in-
plane’’ componentsga,b , a,b51,2, and the ‘‘out-of-plane’’
componentg33. The result is expressed in terms of the di-
mensionlessh(t,u) defined as

h~t,u!54prc44g~r ,u,t !,

where t5c0t/r . The values ofu considered are shown in
Fig. 1. Also shown in Fig. 1 are the wave arrivals denoted by
a,b, . . . , for each selected value ofu. For a time step of
0.004 the computational time forall the components ofh at
a given value ofu is of the order of 40 and 80 s on a personal
computer with an AMD Athlon 700 MHz CPU.

Figure 2 showsh11 and h22 along the symmetry axis
u50 degrees. In this direction,h335h11 and h1250. The
componentsh11 and h22 exhibit discontinuities atb and a,
respectively. Both components have a singularity followed
by a discontinuity atc. Our result is in excellent agreement
with that reported by Payton.10 Figure 3 shows the nonzero
components foru511.3 degrees. In this directionh11 dis-
plays a kink ata, another kink atb, a discontinuity atc, a
singularity atd, and another discontinuity ate. For h12 and
h22, there appear a discontinuity ata, a change in slope atb,
a singularity atd, and another discontinuity ate. The features
of h33 are similar to those ofh11 except for the absence of
singularity atd. The h11 component agrees very well with
that calculated by Daro and Antes17 and h22 and h33 with
those of Every and Kim.6 Figure 4 shows the components for
u521.5 degrees. The componenth11 has a kink ata, a sin-
gularity at b, and a discontinuity atd. The componentsh12

andh22 have discontinuities ata andd in addition to a sin-
gularity at the cusp pointb. The componenth33 has a vertical
slope atc and kinks ata, b, andd. The diagonal components
hkk , k51,2,3, are essentially the same as those calculated by
Every and Kim.6

Consider next the case of copper, which is a cubic ma-
terial. The coordinate axes are assumed to coincide with the
symmetry axes. The independent material constants were
taken to beC115160, C125121, andC44575.3 ~in GPa!.
The section of the wave surface in the (x1 ,x2) plane is de-
picted in Fig. 5, where the angles of observation and the
associated wave arrivals are also indicated. Due to the mate-
rial symmetry, the only possible nonzero components are
ha,b , a,b51,2, andh33.

FIG. 2. h11 andh22 for zinc in the directionu50 degrees.

FIG. 3. h11 , h12 , h22 , andh33 for zinc in the directionu511.3 degrees.

FIG. 4. h11 , h12 , h22 , andh33 for zinc in the directionu521.5 degrees.
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Figure 6 givesh115h33 andh22 along the symmetry axis
u50 degrees. The componenth11 exhibits a kink ata, dis-
continuity atb, a singularity atc, and another discontinuity at
d. For h22, there is a discontinuity ata, a change in slope at
b, a singularity atc, and another discontinuity atd. The com-
ponents foru55 degrees are shown in Fig. 7. There are as
many as eight wave arrivals in this direction. The component
h11 andh33 have a change in slope ata, a discontinuity atb,
and singularities atc and d. The h11 component is discon-
tinuous ate andg andh33 at f. The componentsh12 andh22

display a discontinuity ata, a kink atb, singularities atc and
d, and discontinuities ate andg. Figure 8 shows the compo-
nents for u532 degrees. The componentshab , a,b51,2,
have a discontinuity ata, c, e, and a singularity atd, while
h33 has a change of slope ata, a singularity atb, and discon-
tinuities atc andd.

IV. CONCLUSION

A new method is presented for calculating the transient
response due to a suddenly applied point force in a general
anisotropic solid. In contrast to the standard Fourier trans-

form approach, which requires integration over an infinite
four-dimensional space, the proposed integral is a finite 1-D
integral, constructed on the basis of an explicit 2-D solution
for a line force using an extended Stroh’s formalism.13 The
extended Stroh’s formulation resembles that for
elastostatics16 in that general solutions are expressed explic-
itly in terms of eigenvalues and eigenvectors of a six-
dimensional matrix. In fact, the six-dimensional matrix for

FIG. 5. A section of the wave surface for copper.

FIG. 6. h11 andh22 for copper in the directionu50 degrees.

FIG. 7. h11 , h22 , andh33 for copper in the directionu55 degrees.

FIG. 8. h11 , h22 , andh33 for copper in the directionu532 degrees.
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the dynamic case@Eq. ~13!# can be obtained from that for the
static case simply by replacing the elastic constants with the
dynamic elastic constants.18 Thus the calculation of the 1-D
integral is a purely algebraic work. Moreover, because of the
common structure, many characteristics of the static formal-
ism also exist in the dynamic counterpart. For example, the
same orthogonality relations for eigenvectors are valid in
either the static or the dynamic formalism. Such relations
have been used to show that the static limit is achieved at a
space point soon after the last of the bulk waves has passed
through. It should be mentioned that the extended Stroh’s
formulation is limited to self-similar problems such as the
one considered here.

It is also shown that existing closed-form solutions for
transversely isotropic and isotropic media may be obtained
easily with the new integral. The computational efficiency
and accuracy have been demonstrated by numerical ex-
amples for zinc and copper. The present method can be ex-
tended to piezoelectric materials and the related work is in
progress.
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Influence of ultrasonic frequency on multibubble
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Computer simulations of bubble oscillations are performed under conditions of multibubble
sonoluminescence~MBSL! in water for various ultrasonic frequencies. The range of the ambient
bubble radius for sonoluminescing bubbles narrows as the ultrasonic frequency increases; at 20 kHz
it is 0.1–100 mm while at 1 MHz it is 0.1–3mm. At 1 MHz, any sonoluminescing bubble
disintegrates into a mass of smaller bubbles in a few or a few tens of acoustic cycles, while at 20
kHz and 140 kHz some sonoluminescing bubbles are shape stable. The mechanism of the light
emission also depends on the ultrasonic frequency. As the ultrasonic frequency increases, the
amount of water vapor trapped inside bubbles at the collapse decreases. As a result, MBSL
originates mainly in plasma emissions at 1 MHz while it originates in chemiluminescence of OH
radicals and plasma emissions at 20 kHz. ©2002 Acoustical Society of America.
@DOI: 10.1121/1.1502898#

PACS numbers: 43.35.Ei, 43.35.Hl, 43.25.Yw@AS#

I. INTRODUCTION

When a liquid is irradiated by a strong ultrasound, many
tiny bubbles are created, which is called acoustic
cavitation.1,2 According to the pressure oscillation of ultra-
sound, the bubbles repeat expansion and contraction. When
the ultrasound is strong enough, the bubbles emit light at the
collapse, which is called multibubble sonoluminescence
~MBSL!.1–3 The mechanism of the light emission is chemi-
luminescence and plasma emissions from gases and vapor
inside bubbles heated by quasiadiabatic compression where
‘‘quasi’’ means appreciable thermal conduction takes place
between a bubble and the surrounding liquid.4,5 It should be
noted that single-bubble sonoluminescence~SBSL!,6,7 which
is the light emission phenomenon from a stably oscillating
bubble trapped at the pressure antinode of a standing ultra-
soinc wave, originates in plasma emissions from weakly ion-
ized gases inside a bubble heated by quasiadiabatic
compression.7–10 The main difference between MBSL and
SBSL is the amplitude of an ultrasonic wave; 5–10 bar for
MBSL, while about 1.5 bar for SBSL.4,11 Because a SBSL
bubble should be trapped at the pressure antinode of a stand-
ing ultrasonic wave while there is no restriction for MBSL
bubbles.4

Inside collapsing bubbles in liquid water, water vapor is
dissociated because the bubble temperature increases
dramatically.12 As a result, OH radicals and H2O2 molecules
are created inside bubbles and dispersed in the liquid.13 As
OH radicals and H2O2 molecules are strong oxidants, solutes
are easily oxidized. On the other hand, volatile solutes enter
bubbles and many kinds of chemical reactions take place
inside collapsing bubbles.14 The chemistry using acoustic
cavitation is called sonochemistry.13 For the industrial appli-
cation of sonochemistry, a detailed understanding of cavita-
tion bubbles is required. In the present study, computer simu-
lations of bubble oscillations are performed in order to study

the influence of ultrasonic frequency on the cavitation
bubbles and multibubble sonoluminescence.

In the present paper, a classification of cavitation
bubbles is described based on the results of computer simu-
lations of bubble oscillations. Leighton1 described in his
book a classification of cavitation bubbles similar to the
present one. The comparison between the two classifications
is given in Sec. III. In Leighton’s book,1 however, the range
of the ambient bubble radius for each category of bubbles
and its dependence on the ultrasonic frequency are not de-
scribed.

II. MODEL

In the present model of bubble dynamics, the following
effects are taken into account; nonequilibrium evaporation
and condensation of water vapor at the bubble wall, thermal
conduction both inside and outside a bubble, chemical reac-
tions of gases and vapor inside a bubble, ionization of gases
and vapor inside a bubble, radiation process inside a bubble,
diffusion of gases in the liquid, dissolution of the chemical
products into the surrounding liquid, and liquid compress-
ibility.

The present model is essentially the same as that de-
scribed in Refs. 5 and 12. There is one modification made in
the present study. It is the inclusion of the gas diffusion in
the liquid ~the rectified diffusion!. According to the Eller–
Flynn theory,15 the rate of the gas diffusion into the bubble is
given by Eq.~1!,

dNdiff

dt
524pR2D

A

B

ci2c`

~R0 /R!2R0
, ~1!

wheredNdiff /dt is the number of gas molecules flowing into
the bubble per unit time,R is the bubble radius,D is the
diffusion coefficient of the gas in the liquid,A5^(R/R0)&,
B5^(R/R0)4&, ^ & denotes the time averaged value,R0 is
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the ambient bubble radius,ci is the concentration of the gas
near the bubble surface, andc` is that at infinity. At the
bubble expansion, the pressure inside a bubble decreases and
ci decreases according to the Henry law. Accordingly, the
gas diffuses into the bubble. On the other hand, at the bubble
collapse, the pressure inside a bubble increases and the gas
diffuses out of the bubble.

In deriving Eq.~1!, it is assumed that the gas concentra-
tion in the liquid changes only in the thin boundary layer
near the bubble wall.15 The assumption is valid universally in
time only when the net flux of the gas into or out of the
bubble is nearly zero.15 When the net flux of the gas is far
from zero, Eq.~1! is valid only near the beginning of the
diffusion; t<R2/D, wheret is the time from the beginning
of the diffusion,R is the bubble radius, andD is the diffusion
coefficient of the gas in the liquid.15 For the more sophisti-
cated theory of the rectified diffusion, see Ref. 16.

In the present study, the criterion for the fragmentation
of a bubble is that the amplitude of a distortion of the spheri-
cal bubble surface exceeds the mean radius of a bubble.17 A
small distortion of the spherical surface is described by
R(t)1an(t)Yn , whereR(t) is the mean radius of a bubble at
time t, an(t) is the distortion amplitude, andYn is a spherical
harmonic of degreen.17 The dynamics for the distortion am-
plitude an(t) is given by

än1Bn~ t !ȧn2An~ t !an50, ~2!

where the overdot denotes the time derivative (d/dt),

An~ t !5~n21!
R̈

R
2

bns

rLR32F ~n21!~n12!

12n~n12!~n21!
d

RG 2mṘ

R3 ~3!

and

Bn~ t !5
3Ṙ

R
1F ~n12!~2n11!22n~n12!2

d

RG 2m

R2 , ~4!

where bn5(n21)(n11)(n12), s is the surface tension,
rL is the liquid density,m is the liquid viscosity, andd is the
thickness of the thin layer where fluid flows

d5minSAm

v
,

R

2nD ,

wherev is the angular frequency of ultrasound.17,18 Under
the conditions considered in the present study, the distortion
amplitude of the moden52 is the largest and the criterion
for the fragmentation of a bubble isa2.R.

Two kinds of forces act on a bubble.1 One is the buoyant
force (f b),

f b5rLg^ 4
3pR3&, ~5!

whererL is the liquid density,g is the gravitational accelera-
tion, R is the bubble radius, and̂& denotes the time averaged
value. The other is the force originated from the pressure
difference across a bubble~radiation force! ( f r),

f r52 K 4

3
pR3

dp

dx L , ~6!

where dp/dx is the pressure gradient. When the pressure
field consists only of the progressive ultrasonic wave@p
5pa sin(vt2kx)#,

f r5kpa^
4
3pR3 cos~vt2kx!&, ~7!

wherek is the wave number,pa is the acoustic amplitude,
andv is the angular frequency. When the pressure field con-
sists only of the standing ultrasonic wave@p
5pa cos(kx)sin(vt)#,

f r5kpa sin~kx!^ 4
3pR3 sin~vt !&, ~8!

where f r is called the Bjerknes force in this case.1

III. RESULTS

Computer simulations of bubble oscillations are per-
formed for three frequencies of ultrasound; 20 kHz, 140 kHz,
and 1 MHz~51000 kHz!, which are frequently used ones in
the experiments of multibubble sonoluminescence and
sonochemistry.11,13,19–25The condition is that of a spherical
bubble in liquid water irradiated by ultrasound whose wave-
length is over an order of magnitude longer than the bubble
radius. Computer simulations are performed for various am-
bient radii of a bubble (R0) and various amplitudes of ultra-
sound (pa) for each frequency of ultrasound. The simula-
tions have revealed that bubbles are classified into five
categories by their ambient radii. They are summarized in
Table I.

‘‘Dissolving bubbles’’ gradually dissolve into the liquid
by the gas diffusion. Bubbles which grow gradually by the
rectified diffusion1 are classified into four categories. Two of
them are light emitting bubbles~sonoluminescing bubbles!.
The other two of them are nonlight emitting bubbles. The
light emitting bubbles are classified into two categories;
stable sonoluminescing~SL! bubbles and unstable sonolumi-
nescing~SL! bubbles. The difference between the two cat-
egories is the shape stability of a bubble. A ‘‘stable SL
bubble’’ is shape stable, while an ‘‘unstable SL bubble’’ dis-
integrates into a mass of smaller bubbles after a few acoustic
cycles or a few tens of acoustic cycles. The two categories of
nonlight emitting bubbles are unstable bubbles and ‘‘degas’’
bubbles. The difference between the two categories is the
shape stability of a bubble. An ‘‘unstable bubble’’ disinte-
grates into a mass of smaller bubbles after a few acoustic
cycles or a few tens of acoustic cycles, while a ‘‘degas’’
bubble is shape stable indefinitely long.

Now we compare the present classification~Table I! and
the Leighton’s classification.1 Unstable SL bubbles, stable SL

TABLE I. The five categories of bubbles.

Dissolving
bubbles

Stable SL
bubbles

Unstable SL
bubbles

Unstable
bubbles

‘‘degas’’
bubbles

Shape stability Stable Stable Unstable Unstable Stable
Light emission No Yes Yes No No
Gas diffusion Dissolution Growth Growth Growth Growth
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bubbles, and ‘‘degas’’ bubbles in the present classification
correspond to ‘‘fragmentary transient cavitation bubbles,’’
‘‘repetitive transient cavitation bubbles’’~or ‘‘high-energy
stable cavitation bubbles’’!, and ‘‘stable cavitation bubbles,’’
respectively, in the classification of Leighton.1 Unstable
bubbles in the present classification may be included in
‘‘fragmentary transient cavitation bubbles’’ in Leighton’s
classification.1

The range of the ambient bubble radius (R0) and that of
the acoustic amplitude (pa) for each category of bubbles are
shown in Figs. 1–3 for ultrasonic frequencies of 20 kHz, 140
kHz, and 1 MHz, respectively. For all the figures, a bubble is
shape stable below the dashed–dotted line. Above the
dashed–dotted line, a bubble disintegrates into a mass of
smaller bubbles in a few acoustic cycles or a few tens of
acoustic cycles. Below the dotted line, a bubble is attracted
to the pressure antinode when the ultrasonic wave forms a
standing wave. Above the dotted line, a bubble is repelled
from the pressure antinode. Thus, SBSL is produced only

below the dotted line because a SBSL bubble should be
trapped at the pressure antinode of a standing ultrasonic
wave. From Figs. 1–3, it is seen that it is difficult to produce
SBSL at 1 MHz because the region for SBSL inR0–pa

space, which is the region of SL bubbles below the dotted
line, is very narrow~only at R0;0.19mm, pa;4.3 bar!,
while at 20 kHz it is much easier to produce SBSL because
the region for SBSL inR0–pa space is much larger than that
at 1 MHz. It should be noted here that at 1 MHz only un-
stable SBSL is producible, which is SBSL from a bubble
pinching off daughter bubbles and dancing around the pres-
sure antinode. Unstable SBSL has been observed at ultra-
sonic frequency of 20–30 kHz.26,27

From the figures, it is seen that the region for each cat-
egory of bubbles inR0–pa space strongly depends on the
ultrasonic frequency. As the ultrasonic frequency increases,
the range of the ambient bubble radius for SL bubbles nar-
rows; at 20 kHz it is 0.1–100mm while at 1 MHz it is 0.1–3
mm. Because as the ultrasonic frequency increases a bubble
expands less due to the shorter period of ultrasound and the
bubble collapse becomes milder. From Fig. 3, it is seen that
the region for stable SL bubbles inR0–pa space disappears
at 1 MHz. In other words, at 1 MHz any sonoluminescing
bubble disintegrates into a mass of smaller bubbles in a few
or a few tens of acoustic cycles, while at 20 kHz and 140
kHz some sonoluminescing bubbles are shape stable.

In Fig. 4, an example of the radius-time curve of a ‘‘dis-
solving bubble’’ is shown when the frequency and amplitude
of ultrasound are 140 kHz and 5 bar, respectively, and the
initial ambient radius of a bubble is 0.1mm. From Fig. 4, it
is seen that the mean radius of a bubble decreases by the gas
diffusion while the instantaneous bubble radius oscillates ac-
cording to the pressure oscillation of ultrasound. The ampli-
tude of the radial oscillation of a ‘‘dissolving bubble’’ is
quite small because the excess pressure due to surface ten-
sion for a small bubble is quite large as the excess pressure is
inversely proportional to the bubble radius.1 Due to the small
amplitude of the radial oscillation, the internal pressure of a

FIG. 1. The region for each category of bubbles in the space of the ambient
bubble radius (R0) and the acoustic amplitude (pa) when the frequency of
ultrasound is 20 kHz.

FIG. 2. The region for each category of bubbles inR0–pa space when the
frequency of ultrasound is 140 kHz.

FIG. 3. The region for each category of bubbles inR0–pa space when the
frequency of ultrasound is 1 MHz. Note the shorter range of the horizontal
axis (R0) compared to that of Figs. 1 and 2.
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bubble is always larger than the liquid pressure far from the
bubble and gas diffuses from the bubble to the surrounding
liquid @see Eq.~1!#. In other words, such a small bubble
gradually dissolves into the liquid. As the amplitude of the
radial oscillation is small, the collapse is mild and no light is
emitted. The distortion amplitude of a ‘‘dissolving bubble’’ is
always quite small compared to its radius and a ‘‘dissolving
bubble’’ is shape stable.

It should be noted here that Eq.~1! is strictly valid only
near the beginning of the diffusion. Thus, Eq.~1! is less valid
near the right-hand side of Fig. 4.

The threshold amplitude of ultrasound for dissolution is
shown in Figs. 1–3 by the curve showing the region of ‘‘dis-
solving bubbles’’ in theR0–pa space. Below the curve, a
bubble gradually dissolves into the liquid~dissolving
bubbles!. Above the curve, a bubble gradually grows by the
gas diffusion. When the radial oscillation is large enough, the
amount of gas diffusing into a bubble at the bubble expan-
sion is larger than that of gas diffusing out of a bubble at the
bubble collapse because the rate of the gas diffusion in-
creases as the bubble radius increases according to Eq.~1!.
The gas diffusion into an oscillating bubble from the sur-
rounding liquid is called rectified diffusion.1 For each fre-
quency of ultrasound~Figs. 1–3!, the threshold amplitude of
ultrasound for dissolution decreases as the ambient bubble
radius increases because the excess pressure due to surface
tension decreases and a bubble expands enough for rectified
diffusion at lower acoustic amplitude. From Figs. 1–3, it is
seen that the threshold amplitude of ultrasound for dissolu-
tion is almost independent of the ultrasonic frequency for
bubbles smaller than 1mm in ambient radius. For such small
bubbles (R0,1 mm), the threshold amplitude of ultrasound
for dissolution nearly coincides with thetransient cavitation
thresholdcalculated by Flynn and Church in 1984.28

An example of a ‘‘stable SL bubble’’ is shown in Fig. 5
when the frequency and amplitude of ultrasound are 140 kHz
and 2.5 bar, respectively, and the initial ambient bubble ra-
dius is 0.5mm. From Fig. 5~a!, it is seen that a bubble ex-

pands to a size over 30 times of its ambient radius, while in
the case of a ‘‘dissolving bubble’’ it expands to a size less
than 1.3 times of its ambient radius~Fig. 4!. Due to the large
radial expansion, the subsequent collapse is strong enough
for the light emission. The temperature inside a bubble is
shown in Fig. 5~b! as a function of time with the same time
axis as that of Fig. 5~a!. It is seen that the bubble temperature
increases up to 15 500 K at the collapse which is sufficiently
high for the light emission. The mechanism of the light emis-
sion in this case is plasma emissions; electron–atom brems-
strahlung, radiative recombination of electrons and ions, and
radiative attachment of electrons to neutral atoms.5,9 The cri-
terion for the light emission from a bubble is crudely that the
bubble temperature exceeds 6000 K. Thus faint light is emit-
ted also at the weaker collapse followed by the strongest
collapse as seen in Fig. 5~b!.

The accommodation coefficient of water vapor conden-
sation used in the present calculations12 is derived from the
molecular dynamics simulations by Matsumoto,29 which is
reliable. Furthermore, the present model of bubble dynamics
including evaporation and condensation of water vapor at the
bubble wall has been validated from the studies of single-

FIG. 4. A radius-time curve of a dissolving bubble when the initial ambient
bubble radius is 0.1mm and the frequency and amplitude of ultrasound are
140 kHz and 5 bar, respectively.

FIG. 5. The calculated results of a stable SL bubble when the initial ambient
bubble radius is 0.5mm and the frequency and amplitude of ultrasound are
140 kHz ands 2.5 bar, respectively.~a! The bubble radius.~b! The tempera-
ture inside a bubble.
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bubble sonoluminescence.30 Nevertheless, it should be noted
here that the maximum bubble temperature depends on the
value of the accommodation coefficient. For example, when
the value reported by Liet al.31 is used, the maximum
bubble temperature at the strongest collapse under the con-
dition of Fig. 5 is below 10 000 K.

The ambient bubble radius (R0) increases gradually by
the rectified diffusion in this case to 0.55mm in 110ms ~15.4
acoustic cycles! and to 0.6mm in 233 ms ~32.6 acoustic
cycles!. It should be noted here that Eq.~1! is valid in the
time range considered here in this case.

In Fig. 6, an example of the calculated results of an
‘‘unstable SL bubble’’ is shown when the frequency and am-
plitude of ultrasound are 140 kHz and 5 bar, respectively,
and the initial ambient bubble radius is 5mm. In Fig. 6~a!,
the radius–time curve is shown. The bubble disintegrates
into a mass of smaller bubbles just after the third collapse
(t;22ms). In Fig. 6~a!, no small bounce of the bubble ra-
dius is seen, while in the case of a stable SL bubble@Fig.
5~a!# small bounces are seen after the strongest collapse. It

should be noted that an ‘‘unstable SL bubble’’ also some-
times bounces a few times after the strongest collapse. In
Fig. 6~b!, the temperature inside a bubble is shown as a func-
tion of time with the same time axis as that of Fig. 6~a!. The
temperature increases up to 20 000–23 000 K at the collapse
in this case. The mechanism of the light emission is plasma
emissions; electron–atom bremsstrahlung, radiative recombi-
nation of electrons and ions, and electron–ion
bremsstrahlung.5,9

The light intensity in this case is much larger than that in
the case of a stable SL bubble~Fig. 5! due both to the larger
size of a bubble and the higher bubble temperature. The en-
ergy of the emitted light per collapse in this case is 7.2 pJ,
while it is 7.931024 pJ in the case of Fig. 5.

The enlarged view at around the end of the second col-
lapse (t;15.695ms) is shown in Fig. 7 for 0.05ms. In Fig.
7~a!, the bubble radius and the temperature inside a bubble
are shown as functions of time. The temperature increases up
to 20 500 K at the collapse. In Fig. 7~b!, the numbers of
molecules inside a bubble are shown as functions of time
with logarithmic vertical axis. It is seen that the appreciable
amount of chemical products such as H2, O2 , H2O2, O, H,
HO2, O3 created at the previous collapse survive inside a

FIG. 6. The calculated results of an unstable SL bubble when the initial
ambient bubble radius is 5mm and the frequency and amplitude of ultra-
sound are 140 kHz and 5 bar, respectively. The bubble disintegrates into a
mass of smaller bubbles just after the third collapse (t;22ms). ~a! The
bubble radius.~b! The temperature inside a bubble.

FIG. 7. The enlarged view at around the second collapse of an unstable SL
bubble shown in Fig. 6 for 0.05ms. ~a! The bubble radius and the tempera-
ture inside a bubble.~b! The numbers of molecules inside a bubble with
logarithmic vertical axis.
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bubble until the next collapse. It should be noted here that in
the present simulations the dissolution of chemical products
into the surrounding liquid is taken into account.5 About 80%
of chemical products created at the previous collapse survive
until the next collapse. Although most of them are once dis-
sociated at the collapse, the amount of each species created
at the collapse is larger than that created at the previous
collapse.

An example of the calculated results of an ‘‘unstable
bubble’’ is shown in Fig. 8 when the frequency and ampli-
tude of ultrasound are 140 kHz and 5 bar, respectively and
the initial ambient bubble radius is 20mm. In Fig. 8~a!, the
radius–time curve is shown. The bubble disintegrates into a
mass of smaller bubbles just after the eight collapse (t
;60ms). In Fig. 8~b!, the temperature inside a bubble is
shown as a function of time with the same time axis as that
of Fig. 8~a!. It is seen that the bubble temperature increases
only up to 3500 K at the collapse, which is insufficient for
the light emission.

In Fig. 9, the radius–time curve of a ‘‘degas’’ bubble is

shown when the frequency and amplitude of ultrasound are
140 kHz and 5 bar, respectively, and the initial ambient
bubble radius is 500mm. As the natural frequency of such a
large bubble is quite small~5.5 kHz in this case! compared to
the ultrasonic frequency~140 kHz!, the amplitude of radial
oscillation is quite small compared to its ambient radius. The
bubble oscillates slowly with its natural frequency~5.5 kHz,
which corresponds to the period of 181ms!, while it also
oscillates a little with ultrasonic frequency~140 kHz, which
corresponds to the period of 7ms!. It should be noted here
that the natural frequency (f n) of a bubble which oscillates
isothermally is given by Eq.~9!,32

f n5
1

2p
A3p`

rR0
2, ~9!

wherep` is the ambient liquid pressure,r is the liquid den-
sity, andR0 is the ambient bubble radius. In many experi-
ments of multibubble sonoluminescence and
sonochemistry,11,13,19–24a liquid is irradiated by ultrasound
from the bottom of the liquid container and ‘‘degas’’ bubbles
move towards the liquid surface by the radiation force. In the
case of Fig. 9, the radiation force is 2.531024 N, while the
buoyant force is 5.331026 N when the ultrasonic wave is a
pure progressive wave@Eq. ~7!#. When a liquid is irradiated
by strong ultrasound, a liquid is gradually degassed,1 which
is mainly caused by ‘‘degas’’ bubbles because they move to
the liquid surface by the radiation force and carry the gas
into the air. Thus we call such large stable bubbles ‘‘degas’’
bubbles.

Now we discuss the mechanism of nucleation of
bubbles. There are three mechanisms in nucleation of
bubbles.1 One is the pre-existing bubbles in the liquid, which
are stabilized against dissolution because the bubble surface
is covered by the contaminants~surfactants!. Another is the
nucleation at crevices in motes in the liquid. At a crevice, the
pressure inside the gas pocket islower than that of the liquid
outside the gas pocket because the surface of the gas pocket
is concave and the surface tension reduces the internal gas
pressure. Additionally, the pressure inside the gas

FIG. 8. The calculated results of an unstable bubble when the initial ambient
bubble radius is 20mm and the frequency and amplitude of ultrasound are
140 kHz and 5 bar, respectively. The bubble disintegrates into a mass of
smaller bubbles just after the eight collapse (t;60ms). ~a! The bubble
radius.~b! The temperature inside a bubble.

FIG. 9. A radius–time curve of a ‘‘degas’’ bubble when the initial ambient
bubble radius is 500mm and the frequency and amplitude of ultrasound are
140 kHz and 5 bar, respectively.
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pocket decreases considerably when the pressure of ultra-
sound is negative. When the pressure inside the gas pocket is
lower than the liquid pressure far from the bubble, gas dif-
fuses into the gas pocket from the surrounding liquid and the
gas pocket grows. Finally, a bubble is created because the
gas pocket departs from the crevice by the radiation force.
The other is the creation of new bubbles by the fragmenta-
tion of a large bubble, which is the most important process
once acoustic cavitation begins.

Now we discuss a life of bubbles. When a new bubble is
created, it is characterized by its ambient radius (R0) and the
acoustic amplitude (pa) at the place where the bubble is
created. It should be noted here that the acoustic amplitude
(pa) varies in a liquid because an ultrasonic wave is gradu-
ally attenuated as it progresses and it consists mainly of a
spherical wave whose pressure amplitude is inversely pro-
portional to the distance when a liquid is irradiated by an
ultrasonic wave using a horn.13 Thus a newly created bubble
is described by a point in theR0–pa space~Figs. 1–3!. If the
point is in the region of dissolving bubbles, a newly created
bubble gradually dissolves into the liquid. If the point is in
the region of unstable SL bubbles, a newly created bubble
starts sonoluminescing immediately. But in a few acoustic
cycles or a few tens of acoustic cycles, it disintegrates into a
mass of smaller bubbles. If the point is in the region of stable
SL bubbles, a newly created bubble starts sonoluminescing
immediately. The bubble emits light at each violent collapse
repeatedly until the ambient radius increases by the rectified
diffusion to the threshold one for unstable SL bubbles. Fi-
nally, the bubble disintegrates into a mass of smaller bubbles.
If the point is in the region of unstable bubbles, a newly
created bubble never emit light and disintegrates into a mass
of smaller bubbles in a few acoustic cycles or a few tens of
acoustic cycles. If the point is in the region of ‘‘degas’’
bubbles, a newly created bubble is shape stable indefinitely
long. A bubble moves towards the liquid surface by the ra-
diation force and is annihilated at the liquid surface.

Bubbles pulsating in phase are attracted to each other by
the radiation force called the secondary Bjerknes force.1

Such bubbles finally coalesce and form a bigger bubble. It is
a very important process for the growth of bubbles. Dissolv-
ing bubbles coalesce each other and become a stable SL
bubble or an unstable SL bubble; otherwise they gradually
dissolve into the liquid. Unstable SL bubbles or unstable
bubbles coalesce each other and become a ‘‘degas’’ bubble;
otherwise they disintegrate into a mass of smaller bubbles in
a few or a few tens of acoustic cycles. Thus, the main mecha-
nism of the bubble growth to a ‘‘degas’’ bubble is not the
rectified diffusion but coalescence. Actually, Leighton1 and
Hatanakaet al.21 observed frequent coalescence of bubbles.

A life of bubbles is summarized in Table II. It should be
noted here that the dissolution of daughter bubbles created
by the fragmentation of unstable SL bubbles is a very impor-
tant process in sonochemistry because OH radicals and H2O2

molecules created inside bubbles are dispersed into the liquid
effectively by this process.33–35

Now we discuss the relationship between the ultrasonic
frequency and the mechanism of the light emission. Accord-
ing to the present computer simulations, the mechanism of

the light emission is mainly plasma emissions at 140 kHz
and 1 MHz at least at the acoustic amplitude below 10 bar,
while at 20 kHz the light originates in both chemilumines-
cence of OH radicals and plasma emissions. When the acous-
tic amplitude is above 2 bar at 20 kHz, the bubble content at
the end of the bubble collapse is mostly water vapor because
the bubble expansion is so large that a large amount of water
evaporates into a bubble at the bubble expansion.4,5 At the
bubble collapse, water vapor inside the bubble are dissoci-
ated by the high bubble temperature and strong chemilumi-
nescence of OH radicals takes place.4,5 On the other hand, at
140 kHz and 1 MHz, the amount of water vapor trapped
inside a bubble at the end of the collapse is much smaller
than that at 20 kHz because the bubble expansion is smaller
due to the shorter period of ultrasound and a lesser amount of
water evaporates into a bubble at the bubble expansion.
Thus, at 140 kHz and 1 MHz, chemiluminescence of OH
radicals is much weaker than that at 20 kHz and the light
originates mainly in plasma emissions. Indeed, Weninger
et al.11 and Didenkoet al.25 reported that the MBSL spectra
at 1 MHz have a much weaker OH line~chemiluminescence!
than that at 20 kHz.

Now we discuss the widely used theory36,37 of a life of
bubbles under conditions of multibubble sonoluminescence.
It has been believed that a small bubble repeats weak expan-
sion and collapse, and grows gradually by the rectified dif-
fusion. Finally, a bubble reaches a critical size and expands
dramatically absorbing the energy of ultrasound, which is
followed by a violent collapse which results in the light
emission~sonoluminescence!. The critical size is considered
to be the linear resonance size.32

Rr5A3gp`

rv2 , ~10!

whereRr is the linear resonance radius,g is the specific heat
ratio of the gas inside a bubble,p` is the ambient liquid

TABLE II. The diagram of a life of bubbles.
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pressure,r is the liquid density, andv is the angular fre-
quency of ultrasound. The linear resonance radii of an argon
bubble are 178mm at 20 kHz, 25.4mm at 140 kHz, and 3.56
mm at 1 MHz.

As seen in the Leighton’s book1 and the present paper,
however, the widely used theory36,37 is wrong. A bubble ex-
pands very much and collapses violently immediately after
its appearance if the ambient bubble radius and the acoustic
amplitude at the place where a bubble is created satisfy the
condition for sonoluminescence~the region of unstable SL
bubbles and stable SL bubbles inR0–pa space in Figs. 1–3!.
The range of the ambient bubble radius for sonolumines-
cence is over an order of magnitude and does not coincide
with the linear resonance radius.

Now we discuss the widely used classification of
bubbles;38 transient cavitation bubbles and stable cavitation
bubbles. As is understood from the terminology, a ‘‘transient
cavitation bubble’’ exists only a few acoustic cycles or less.
It expands to many times of its ambient size and collapses
violently, often disintegrating into a mass of smaller bubbles.
They are filled mainly with vapor.38 A ‘‘stable cavitation
bubble’’ exists for a long period of time. It repeats expansion
and collapses many times. They contain mainly a permanent
gas.38 According to the present study, the widely used clas-
sification of bubbles38 covers only a fraction of bubbles.
‘‘Transient cavitation bubbles’’ correspond to the unstable SL
bubbles at high acoustic amplitude at low ultrasonic fre-
quency in the present classification. ‘‘Stable cavitation
bubbles’’ correspond to the stable SL bubbles.

IV. CONCLUSION

Computer simulations of bubble oscillations have re-
vealed that the range of the ambient bubble radius for
sonoluminescing bubbles narrows as the ultrasonic fre-
quency increases because the bubble collapse becomes
milder due to the shorter period of the bubble expansion.
Any sonoluminescing bubble disintegrates into a mass of
smaller bubbles in a few or a few tens of acoustic cycles at 1
MHz, while at 20 kHz and 140 kHz some sonoluminescing
bubbles are shape stable, which are widely known as stable
SBSL bubbles. The mechanism of the light emission depends
on the ultrasonic frequency; at 1 MHz the light mainly origi-
nates in plasma emissions while at 20 kHz it originates both
in chemiluminescence of OH radicals and plasma emissions.
Because as the ultrasonic frequency increases a bubble ex-
pands less and the amount of vapor trapped inside a bubble
decreases.
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The theory of acoustic propagation in an inert gas-condensing vapor mixture contained in a
cylindrical pore with wet walls and an imposed temperature gradient is developed. It is shown that
the vapor diffusion effects in the mixture are analogous to the heat diffusion effects in the
thermoacoustics of inert gases, and that these effects occur in parallel with the heat diffusion effects
in the wet system. The vapor diffusion effects can be expressed in terms of the thermoviscous
function F(l) used in the theory of sound propagation of constant cross-section tubes. As such,
these results can be extended to any shape parallel-walled tube. The propagation equations predict
that the temperature gradient required for onset of sound amplification in a wet-walled prime mover
is much lower than the corresponding temperature gradient for an inert gas prime mover. The results
of a measurement of the onset temperature of a simple demonstration prime mover in air with a dry
stack and with a stack wetted with water provide a qualitative verification of the theory. ©2002
Acoustical Society of America.@DOI: 10.1121/1.1508113#

PACS numbers: 43.35.Ud@MRS#

LIST OF SYMBOLS

r,r1 ,r2 density of the mixture, gas, and vapor
P,P1 ,P2 pressure of the mixture, gas, and vapor
T temperature of the mixture
v,v1 ,v2 hydrodynamic velocity of the mixture,

gas, and vapor
i density-weighted species difference ve-

locity
s entropy per unit mass of mixture
C1 gas concentration
m1 ,m2 molecular mass of the gas, and vapor
n,n1 ,n2 total number density, number density of

the gas, and vapor
m dynamic viscosity of the mixture
b bulk viscosity of mixture
k thermal conductivity of the mixture
D12 mass diffusion coefficient
kT ,kp thermal diffusion ratio and pressure dif-

fusion ratio
cp specific heat per unit mass at constant

pressure of the mixture
mc chemical potential of mixture per unit

mass
g,g1 ,g2 ratio of specific heats of the mixture,

gas, and vapor
l latent heat of vaporization~J/mole!
cs speed of sound in the mixture
R0 universal gas constant ~8.3143

J/mole-K!
k Boltzmann’s constant
R tube radius
NPr,NSc Prandtl number, Schmitt number
v angular frequency
j5vz/cs nondimensional axial variable
h5r /R nondimensional radial variable
V5vR/cs reduced frequency
lm5RArv/m shear wave number
lT5RArvcp /k thermal wave number
lD5RAv/D12 diffusion wave number
w latent heat parameter

I. INTRODUCTION

Recent work has developed the theory of sound propa-
gation in inert gas-condensing vapor mixtures in narrow
pores with wet walls.1–3 The assumptions made about the
gas, vapor, and pore wall are straightforward, namely: the
wavelength and characteristic pore dimension must be much
larger than the mean free path of the gas and vapor mol-
ecules, steady flow of the gas or vapor is second order in
acoustic quantities and may be ignored in the first-order
analysis, the amplitude of the acoustic pressure fluctuations
is small, and end effects may be ignored. It is assumed that a
thin layer of condensed vapor coats the solid surface of the

a!Portions of this work have been presented in: W. V. Slaton and R. Raspet,
‘‘Thermoacoustics of moist air with wet stacks,’’ J. Acoust. Soc. Am.106,
2265 ~1999!; ‘‘Wet-walled thermoacoustics,’’ibid. 108, 2569 ~2000!; R.
Raspet, ‘‘Thermoacoustics Research at the University of Mississippi,’’ First
International Workshop on Thermoacoustics, ’s-Hertogenbosch, The Neth-
erlands, 22–25 April~2001!; R. Raspet, ‘‘Thermoacoustic Refrigeration as
an Application of Porous Media Theory,’’ 4th Workshop on Applications of
the Physics of Porous Media, Puerto Vallarta, Mexico, 31 Oct.–4 Nov.
~2001!; W. V. Slaton, J. W. Rayburn, R. A. Hiller, and R. Raspet, ‘‘Reduced
onset temperature in wet thermoacoustic engines,’’ J. Acoust. Soc. Am.
110, 2677~2001!.
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pore wall. The layer is assumed thin enough to neglect its
heat capacity. This layer is the site for evaporation and con-
densation of vapor. The pores are assumed to be on the order
of a few mass diffusion lengths in radius so that condensa-
tion will occur preferentially on the walls rather than at any
condensation centers in the bulk of the mixture. Considering
an evaporation and condensation process implies that the va-
por can enter the thin layer but the inert gas cannot. It is also
assumed that there are no other sources or sinks of vapor or
inert gas within the pore, that the heat capacity and thermal
conductivity of the pore walls are high enough to ignore
temperature fluctuations in the solid, and finally that the
walls can be considered rigid.

The theory demonstrates that the terms describing the
diffusion of the vapor are analogous in form to the terms
describing thermal diffusion in the mixture, so that heat and
mass transfer terms in an inert gas-condensing vapor mixture
in a thermoacoustic engine have similar forms. If mixtures
could be found with heat and mass transfer terms acting to-
gether, then the heat pumping capacity or coefficient of per-
formance of a thermoacoustic refrigerator could be in-
creased.

The thermodynamic cycle an inert gas–vapor mixture
undergoes within a standing-wave thermoacoustic refrigera-
tor is similar to that of a pure inert gas, with the addition that
during the compressive part of the acoustic cycle the partial
pressure of the vapor is raised above the saturation pressure
at the temperature of the nearby stack wall so the vapor
condenses. Conversely, during the rarefaction part of the
acoustic cycle liquid on the stack evaporates. In this way, an
inert gas–vapor working fluid will transport both heat and
vapor from one end of the stack to the other, towards the
pressure antinode. If a temperature gradient is imposed such
that the temperature of the wall increases toward the antin-
ode, thermal energy will be transported toward the antinode
unless the temperature of the wall is raised to the point that it
matches or exceeds the temperature of the mixture. This con-
dition establishes a maximum temperature gradient for heat
transfer in that direction. In the system with wet walls, in-
creasing the wall temperature gradient also increases the
saturation vapor pressure gradient at the wall. As the vapor
pressure gradient at the wall is increased, acoustic vapor
transport will occur until the vapor pressure at the wall is
equal to the partial pressure of the vapor in the transported
parcel. This establishes a different critical temperature gradi-
ent for the acoustic vapor transport. The transport of heat
from the mixture to the wall depends solely on the transverse
temperature gradients in the pore. The transport of vapor to
the wall depends solely on the transverse gradient of the
partial pressure or concentration in the mixture. The vapor
transport also carries heat, since evaporating and condensing
vapor transports entropy.

In this paper we develop the acoustic propagation equa-
tion in a wet-walled pore with an imposed temperature gra-
dient. This is an extension of the dry inert gas thermoacous-
tic propagation formulation known as Rott’s equation. This
equation will be analyzed to display the potential of inert
gas-condensing vapor to improve thermoacoustic prime
movers and refrigerators. We employ the notation of Arnott

et al.4 for the thermoviscous functions. In Sec. II the hydro-
dynamic equations describing the system are introduced and
Tijdeman’s5 ‘‘low reduced frequency’’ approximation is ap-
plied to this system of equations. The gradient in ambient
quantities associated with the ambient temperature gradient
is evaluated. The acoustic boundary conditions are described
and the system of equations is then solved for the acoustic
wave equation. In Sec. III the derived form of the wave
equation is compared to the form found in Raspetet al.1 for
wet-walled tubes without an ambient temperature gradient
and to the form for dry thermoacoustics.4,6 Section IV con-
tains a discussion of our formulation with respect to a ther-
moacoustic prime mover. Section V contains a summary of
results underlying our model of ‘‘wet’’ thermoacoustics and
the conclusions.

II. THEORY OF SOUND PROPAGATION

A. Basic equations

The model presented here employs the assumptions used
by Raspetet al.1 in the calculation of sound propagation in
wet cylinders. A pore consists of a rigid cylindrical tube
filled with an inert gas and saturated vapor. A thin layer of
liquid coats the interior of the tube. It is assumed that the
heat capacity of the tube wall is high enough that the tem-
perature of the tube wall and the layer of liquid do not
fluctuate.3 The gas component cannot penetrate the tube wall
or the liquid layer, and the gas–vapor mixture does not slip
with respect to the liquid layer. The gas and vapor are treated
as ideal gases, and properties of the mixture are computed
according to the theory of gas mixtures.7 It is also assumed
that terms containingkT , the thermal diffusion ratio, andkp ,
the pressure diffusion ratio, can be neglected. The effect of
kT on sound propagation in wet pores has been shown to be
small for this system.2 The effects of streaming on the acous-
tic propagation are assumed to be negligible.

Equations governing sound propagation in an ideal gas–
vapor mixture are presented. The Navier–Stokes equation
for the mixture is

r
Dv

Dt
52“P1m¹2v1S b1

m

3 D“~“•v!. ~1!

The continuity equation for the gas can be written in terms of
the gas concentration as

r
DC1

Dt
1“• i50, ~2!

where the gas concentration isC15r1 /r and the density-
weighted species difference velocity is given byi
5(r1r2 /r)(v12v2). The continuity equation for the vapor
is

]r2

]t
1“•~r2v2!50, ~3!

and the continuity equation for the mixture is

]r

]t
1“•~rv!50, ~4!

where the mixture density is given byr5r11r2 and the
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hydrodynamic velocity for the mixture is defined asv
5(r1v11r2v2)/r. Only two independent continuity equa-
tions are required to complete the system of equations. The
entropy equation for the mixture is

rT
Ds

Dt
5s ik8

]v i

]xk
2“•~q2mci!2 i•“mc , ~5a!

where the heat flux is given by

q5FkTS ]mc

]C1
D

P,T

2TS ]mc

]T D
P,C1

1mcG i2k“T, ~5b!

the chemical potential for the mixture is

mc5
m18

m1
2

m28

m2
, ~5c!

wherem18 andm28 are the chemical potential per molecule of
the gas and vapor respectively ands ik8 is the viscous stress
tensor.8 The ideal gas equation of state is used for both the
gas and vapor components, and for the mixture

P5nkT, ~6a!

where the temperature of the components are equal,T5T1

5T2 , the total mixture pressure is the sum of the partial
pressures,P5P11P2 , and the total number density is given
asn5n11n2 . In terms of concentration the equation of state
is

P5nkT5rkTS n

r D5rkTF S m22m1

m1m2
DC11

1

m2
G . ~6b!

The diffusion equation for the mixture is

i52r0D12F“C11
kT

T0
“T1

kP

P0
“PG . ~7!

For the wet-wall boundary conditions the concentration term
dominates the diffusion process andkT and kP may be ne-
glected. This differs from the acoustically driven mass diffu-
sion studies,9,10 which have dry pore walls and the principal
contribution to diffusion is thekT term.

The ratio of specific heats,g, for the mixture can be
related to the ratios of the two component gases by

ng

g21
5

n1g1

g121
1

n2g2

g221
. ~8!

Please see the list of symbols for a complete guide to vari-
ables and symbols used in the equations.

To reduce these equations to a useful form, we follow
the analysis of Raspetet al.1,2 For the sake of brevity we list
the required steps and the resulting equations.

~1! Linearize equations assuming that steady flows are neg-
ligible and retaining terms indT0 /dz anddr0 /dz.

~2! Neglect temperature-driven diffusion~Soret effect! and
pressure-driven diffusion~Dufour effect!; kT50, kP50.

~3! Assume that the tubes are small enough that we may use
cylindrical coordinates with no azimuthal dependence.

~4! Introduce normalized variables withe2 ivt time depen-
dence

P5 ~r0cs
2/g! ~11P*e2ivt!, ~9!

r5r0~11r*e2ivt!, ~10!

C15C1
01C1*e2ivt, ~11!

T5T0~11T*e2ivt!, ~12!

v5csv* e2 ivt, ~13!

D5v12v25csD* e2 ivt, ~14!

wherecs denotes the ambient speed of sound in the mix-
ture. Symbols with a superscripted ‘‘* ’’ denote small di-
mensionless quantities, while a subscripted ‘‘0’’ denotes
ambient quantities. For convenience, we define

v* 5u* êz1v* êr , ~15!

and

D* 5U* êz1V* êr . ~16!

~5! Define the normalized axial coordinate as

j5
vz

cs
, ~17!

and the normalized radial coordinate as

h5
r

R
, ~18!

whereR is the tube radius.
~6! Another normalized axial variable is given by

Z5
z

L
, ~19!

whereL is the stack length and will be used to describe
ambient gradients.

The components of the Navier–Stokes equation are un-
changed from the analysis of Raspetet al.1

iu* 5
1

g

]P*

]j
2

m

r0vR2 H ]2u*

]h2 1
1

h

]u*

]h
1S vR

cs
D 2 ]2u*

]j2 J
2

m

r0vR2 S b

m
1

1

3D ]

]j H S vR

cs
D ]u*

]j
1

]v*

]h
1

v*

h J ,

~20!

and

iv*5
1

g S cs

vRD ]P*

]j
2

m

r0vR2

3H]2v*

]h2 1
1

h

]v*

]h
2

v*

h2 1SvR

cs
D2 ]2v*

]j2 J
2

m

r0vR2 Sbm 1
1

3D ]

]h HSvR

cs
D ]u*

]j
1

]v*

]h
1

v*

h J. ~21!

The continuity equation for the mixture is

i S vR

cs
D r* 5S vR

cs
D ]u*

]j
1

1

h

]

]h
~hv* !1

u*

r0
FR

L G dr0

dZ
, ~22!
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and the continuity of gas in terms of concentration is

i S vR

cs
DC1* 5

r1
0r2

0

r0
2 F 1

h

]

]h
~hV* !1S vR

cs
D ]U*

]j G
1

U*

r0
FR

L G d

dZ Fr1
0r2

0

r0
G1u* FR

L G d

dZ Fr1
0

r0
G .

~23!

Following the development of Landau and Lifshitz,8 Chap.
VI, and using the ideal gas relation for the thermal expansion
coefficient, the entropy equation is

i S vR

cs
D H T* 1

g21

g
P* J

52
k

r0cpvR2 S vR

cs
D H ]2T*

]h2 1
1

h

]T*

]h
1S vR

cs
D 2 ]2T*

]j2 J
1

u*

T0
FR

L G dT0

dZ
1

r1
0r2

0

r0
2

U*

cpT0
FR

L G d

dZ

3S mc

T0
2T0S ]

]T S mc

T0
D D

P,C1

D . ~24!

Use of the continuity equations and the diffusion equation in
the equation of state yields

S vR

cs
D $P* 2T* 2r* %

5 i
n1

0n2
0

n0r0
~m12m2!H S vR

cs
D ]U*

]j
1

1

h

]

]h
~hV* !J

1 i
r0

n0
S m12m2

m1m2
D FR

L G H u*
d

dZ Fr1
0

r0
G1

U*

r0

d

dZ Fr1
0r2

0

r0
G J .

~25!

The axial component of diffusion is

i
r1

0r2
0

r0
U* 52

r0D12

vR2 S r1
0r2

0

r0
2 S vR

cs
D ]

]j F 1

h

]

]h
~hV* !1S vR

cs
D ]U*

]j G D 2
r0D12

vR2 S F 1

h

]

]h
~hV* !1S vR

cs
D ]U*

]j G
3FR

L G d

dZ Fr1
0r2

0

r0
2 G D 2

r0D12

vR2 S U*

r0
FR

L G2 d2

dZ2 Fr1
0r2

0

r0
G1

R2

r0
S vR

cs
D ]U*

]j FR

L G d

dZ Fr1
0r2

0

r0
G D

2
r0D12

vR2 S u* FR

L G2 d2

dZ2 Fr1
0

r0
G1R2S vR

cs
D ]u*

]j FR

L G d

dZ Fr1
0

r0
G D , ~26!

and the radial component of diffusion is

i
r1

0r2
0

r0
2 V* 52

D12

vR2 S r1
0r2

0

r0
2

]

]h F 1

h

]

]h
~hV* !1S vR

cs
D ]U*

]j G D
2

D12

vR2 S 1

r0

]U*

]h FR

L G d

dZ Fr1
0r2

0

r0
G D

2
D12

vR2 S ]u*

]h FR

L G d

dZ Fr1
0

r0
G D . ~27!

The eight equations above form a complete set for the vari-
ables,u* , v* , P* , r* , U* , V* , T* , C1* . We note that the
system of equations can be solved foru* , v* , P* , r* , U* ,
V* , T* without using Eq.~23!. This equation is retained
here for convenience in future calculations.

B. Evaluation of ambient gradients

Derivatives with respect to the ambient density,r0 , and
ambient concentration,r1

0/r0 , must be evaluated. In dry
thermoacoustics the ambient density is inversely propor-
tional to the ambient temperature. In a wet-walled stack with
a temperature gradient, the temperature dependence of the
vapor pressure of the liquid coating the stack must be taken
into account. This will affect the ambient ratio of gas to

vapor in the mixture. Since the total pressure in the resonator
is a constant, then at high ambient temperature there is a
higher ratio of vapor to gas in the mixture; likewise, at lower
ambient temperature there is a lower ratio of vapor to gas in
the mixture.

We assume that the pore is small enough so that the
ambient partial pressure is a function only of the axial posi-
tion. This is equivalent to the assumption that the ambient
gas temperature is a function only of the axial position as-
sumed in inert gas thermoacoustics.

Using the expressionsr05r11r2 , r15n1m1 , and r2

5n2m2 , derivatives with respect to the ambient density can
be written as

dr0

dZ
5m1

dn1
0

dZ
1m2

dn2
0

dZ

5m1

dn0

dZ
1~m22m1!

dn2
0

dZ

5m1

dn0

dT0

dT0

dZ
1~m22m1!

dn2
0

dT0

dT0

dZ
. ~28!

The term,dn0 /dT0 , can be calculated using the ideal gas
law, yielding dn0 /dT052n0 /T0 after simplification. The
Clausius–Clapeyron11 equation for the vapor pressure is
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P25Pref expF2
l

R0
S 1

T0
2

1

Tref
D G5n2kT0 , ~29!

whereTref is the boiling point at pressurePref . Evaluating
for dn2

0/dT0 yields

dn2
0

dT0
5

n2
0

T0
S l

R0T0
21D . ~30!

We now introduce the ‘‘latent heat parameter,’’
w5@(g21)/g#( l /R0T0) , as defined by Marble.12 Substitut-
ing into Eq.~28!, the derivative of the ambient density, after
some manipulation, can be expressed as

dr0

dZ
52

r0

T0

dT0

dZ F12w
g

g21 S 12
m1

m2
D r2

0

r0
G . ~31!

Derivatives of the ambient gas concentration,r1
0/r0 , can be

evaluated in a similar fashion

d

dZ Fr1
0

r0
G5

1

r0

dr1
0

dZ
1r1

0 d

dZ F 1

r0
G

5
1

r0
2 H ~r1

01r2
0!

dr1
0

dZ
2r1

0
dr1

0

dZ
2r1

0
dr2

0

dZ J
5

m1m2

r0
2 H n2

0 dn0

dT0

dT0

dZ
2n0

dn2
0

dT0

dT0

dZ J . ~32!

Making use of the derivatives found earlier fordn0 /dT0 and
dn2

0/dT0 , our expression simplifies to

dC1
0

dZ
5

d

dZ Fr1
0

r0
G52w

g

g21

r1
0r2

0

r0
2

n0

n1
0

1

T0

dT0

dZ
. ~33!

If there is no vapor present, then there is no ambient gradient
in the gas concentration. Note also that this term, like the one
above for the derivative of the ambient density, is scaled by
the latent heat parameter.

C. Boundary conditions

The boundary conditions at the wall of the tube,h51,
and at the center,h50, are the same as used by Raspetet al.1

These boundary conditions must be cast into the present vari-
ables. The boundary conditions at the tube wall,h51, are as
follows.

~1! It is assumed that the heat capacity of the tube wall is
high enough that the temperature of the tube wall and the
layer of condensate do not fluctuate
T*50. ~34!

~2! No axial slip for the mixture hydrodynamic velocity
u*50. ~35!

~3! The gas cannot penetrate the tube wall or condensate
layer,v1* 50, which can be written as

v*1
r2

0

r0
V*50. ~36!

~4! The vapor pressure is constant at the wall since the vapor
pressure is only a function of temperature, and by the
first boundary condition we have assumed that there are
no temperature fluctuations at the wall. This implies that

p2* 50 at the wall. Use of the continuity conditions, the
definition of D, and the equation of state gives

iVP*5
n1

0

n0

1

h

]

]h
~hV* !. ~37!

The boundary conditions on the axis of the tube,h50,
are thatP* , T* , u* , U* , r1* , andr2* be finite. The latter
two conditions onr1* andr2* can be related tov* andV* by
the continuity equations, which are singular unlessv andV
are zero ath50. Thus, our final boundary conditions are

~5! Axis of tube is not a source or sink of vapor
V*50. ~38!

~6! Axis of tube is not a source or sink of mixture

v* 50. ~39!

D. Solution

A formal approach to the approximation and interpreta-
tion of the complicated equations of wet thermoacoustics is
the ‘‘low reduced frequency’’ analysis of Tijdeman.5 This
technique has been applied to the mass transfer problem by
Raspetet al.1

The principal approximation is to require that the re-
duced frequency,V, be small

V5
vR

cs
5

2pR

l
!1. ~40!

This spans a wide range of frequencies for small tubes and in
fact includes regions where the Kirchhoff wide-tube approxi-
mation holds, as well as the Rayleigh narrow-tube/low-
frequency region. The physical meaning of this approxima-
tion is to assume that the tube radius is much smaller than
the wavelength. This assures that there will be no cross
modes within the tube and that radial derivatives are much
larger than axial derivatives. A second set of criteria is also
used to retain some terms that would otherwise be neglected

u* @v* , ~41!

and

v* 'V* . ~42!

We expect the first condition to be met since the radial ve-
locity must be zero at the center and the displacement per
cycle is at most on the order of one radius. The second con-
dition arises sincev* andV* are the same order of magni-
tude at the wall and both are zero at the center, since the tube
axis is not a source or sink. The above criteria are the same
as those of Raspetet al.1 Generalization to include an ambi-
ent temperature gradient naturally implies a length scale,
which has been chosen to be the stack lengthL. It is usually
justifiable to assume that the characteristic pore dimension,
i.e., pore radius, is much smaller than the stack length

R

L
!1. ~43!

The system is solvable without this assumption, but this
added complexity is not justified in this study.
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Certain nondimensional groupings of parameters may be
identified:

the dimensionless shear wave number

lm5RArv

m
5

A2R

dm
, ~44!

the dimensionless thermal wave number

lT5RA nkg

g21

v

k
5RArvcp

k
5

A2R

dT
, ~45!

and the dimensionless diffusion wave number,

lD5RA v

D12
5

A2R

dD
. ~46!

These wave numbers are inversely proportional to the asso-
ciated penetration depths.

We rewrite Eqs.~20!–~27! using Eqs.~31! and ~33! for
ambient gradients and retain the lowest-order terms inV and
R/L. We treat terms inv* andV* as first-order terms inV,
which is consistent with Eq.~40! and Eq. ~43!. With the
definitions above and the application of the low reduced fre-
quency approximation, the axial component of Navier–
Stokes is

iu* 5
1

g

]P*

]j
2

1

lm
2 F]2u*

]h2 1
1

h

]u*

]h G , ~47!

and the radial component of Navier–Stokes is

1

g

]P*

]h
50. ~48!

The axial diffusion equation simplifies to

iU * 50, ~49!

which will be used to eliminateU* and]U* /]j in the fol-
lowing equations. The radial diffusion equation is

iV* 52
1

lD
2 H ]

]h S 1

h

]

]h
~hV* ! D

2w
g

g21

n0

n1
0 FR

L G 1

T0

dT0

dZ

]u*

]h J . ~50!

The continuity of the gas in terms of concentration is

iVC1* 5
r1

0r2
0

r0
2

1

h

]

]h
~hV* !

2u* w
g

g21

r1
0r2

0

r0
2

n0

n1
0 FR

L G 1

T0

dT0

dZ
, ~51!

the continuity equation for the mixture is

iVr* 5V
]u*

]j
1

1

h

]

]h
~hv* !

2FR

L G u*

T0

dT0

dZ S 12w
g

g21 S 12
m1

m2
D r2

0

r0
D , ~52!

the entropy equation is

iVT* 2 iV
g21

g
P* 1

V

lT
2 F]2T*

]h2 1
1

h

]T*

]h G5FR

L G u*

T0

dT0

dZ
,

~53!

and the equation of state is

V~P* 2T* 2r* !5 i
n1

0n2
0

n0r0
~m12m2!F 1

h

]

]h
~hV* !

2u* w
g

g21

n0

n1
0 FR

L G 1

T0

dT0

dZ G . ~54!

The axial and radial components of the Navier–Stokes
equation are unchanged and demonstrate that the pressure is
not a function of radial position. The axial component~47!
shows that acoustic velocity is generated by axial gradients
in pressure, with some modifications to account for shearing
due to the pore walls. The terms on the right-hand side of the
continuity equation~52! represent mass entering or leaving a
region due to acoustic density fluctuations or by acoustic
convection of a density gradient. The entropy equation~53!
describes how temperature fluctuations are generated by
pressure oscillations and by fluid oscillating between regions
with varying ambient temperature. The equation of state~54!
describes how the density fluctuations are generated by pres-
sure and temperature oscillations as well as diffusion of va-
por into or out of a region. Density fluctuations are also
generated by fluid oscillating back and forth between regions
with different ambient temperatures. However, if the two
components have the same mass, diffusion does not contrib-
ute to density fluctuations since the additional term describes
density changes due to the species velocity differing from the
hydrodynamic velocity. Last, the radial diffusion equation
~50! describes how interspecies diffusion is driven by gradi-
ents in the radial diffusion velocity and by fluid oscillating
between regions of different ambient temperatures.

Note that the Navier–Stokes, entropy, and diffusion
equations are decoupled. The solutions will be in terms of
separate diffusion, thermal, and viscous wave numbers. This
is the principal result of the low reduced frequency approxi-
mation. This shows that these processes are independent, to
first order, and only coupled in the equation of continuity and
equation of state for the mixture.

The axial Navier–Stokes equation is solved by noting
that the pressure is only a function of the axial coordinate
and by applying the no-slip boundary condition at the wall to
obtain the axial hydrodynamic velocity

u* 52
i

g

dP*

dj F12
J0~Ailmh!

J0~Ailm!
G52

i

g

dP*

dj
Fm~h!.

~55!

We have introduced here the definitions

Fj~h!512
J0~Ail jh!

J0~Ail j !
, ~56a!

where

E
0

1

Fj~h!h dh5
1

2 S 12
2J1~Ail j !

Ail j J0~Ail j !
D 5

1

2
F~l j !.

~56b!
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F(l j ) is the porous media dissipation function for cylindri-
cal tubes andj 5T,D,m. The recursion relation for the
Bessel functions has been used to evaluate the integral. The
evaluation in terms of generalized dissipation functions is
given in Ref. 4.

Making use of this solution and the boundary condition
on vapor pressure at the wall, the radial diffusion equation is
solved using separation of variables to obtain the radial dif-
fusion velocity

V* 5 iV
n0

n1
0 F H P* 2

1

V

1

12NSc

w

g21

1

T0

dT0

dZ FR

L G dP*

dj J
3

J1~AilDh!

AilDJ0~AilD!
1

1

V

1

12NSc

w

g21

1

T0

dT0

dZ

3FR

L G dP*

dj

J1~Ailmh!

AilmJ0~Ailm!
G , ~57!

where the Schmidt number isNSc5lD
2 /lm

2 5m/r0D12.
In anticipation of later results it is convenient to calcu-

late the fluctuating component of the gas concentration,C1*
by making use of the solutions foru* and V* above to
obtain

C1* 5
r1

0r2
0

r0
2

n0

n1
0 FP* ~12FD~h!!

1
1

V

w

g21

1

T0

dT0

dZ FR

L G dP*

dj
Fm~h!

1
1

V

w

g21

1

T0

dT0

dZ FR

L G dP*

dj

FD~h!2Fm~h!

12NSc
G .

~58!

Substituting the solution foru* into the entropy equation and
using the boundary condition,T* 50 at h51 yields the di-
mensionless temperature fluctuations

T* 5
g21

g
P* FT~h!

2
1

V

1

g

dP*

dj FR

L G 1

T0

dT0

dZ FFT~h!2NPrFu~h!

12NPr
G ,

~59!

where the Prandtl numberNPr5lT
2/lm

2 5mcp /k.
We eliminater* from the equation of state using Eq.

~52! and substitute the solutions forT* , V* , andu* to find

1

h

]

]h
~hv* !5

iV

g

d2P*

dj2 Fm~h!1 iVP* S 12
g21

g
FT~h! D

1
n1

0n2
0

n0r0
~m12m2!

1

h

]

]h
~hV* !

1
i

g FR

L G 1

T0

dT0

dZ

dP*

dj

3H FT~h!2NPrFm~h!

12NPr
2Fm~h!J . ~60!

Multiply through byh dh and integrate from 0 to 1 using the
boundary condition onv* and V* at h50 to eliminate the
constants of integration

v* uh515
iV

g

d2P*

dj2

F~lm!

2
1

iVP*

2 S 12
g21

g
F~lT! D

1
n1

0n2
0

n0r0
~m12m2!V* uh51

1
i

2g FR

L G 1

T0

dT0

dZ

dP*

dj

3H F~lT!2NPrF~lm!

12NPr
2F~lm!J . ~61!

Now, employ the final boundary condition,v* 1(r2
0/r0)V*

50 at h51, using the above expression for the dimension-
less radial diffusion velocity evaluated ath51, to obtain the
following form:

d2P*

dj2 F~lm!1gP* S 12
g21

g
F~lT!1

n2
0

n1
0 ~12F~lD!! D

1
1

V FR

L G 1

T0

dT0

dZ

dP*

dj H F~lT!2F~lm!

12NPr

1w
n2

0

n1
0

g

g21 S F~lD!2F~lm!

12NSc
D J 50. ~62!

Converting to dimensional form in terms of the complex
pressure amplitude,PAC5P0P* , we have

d2PAC

dz2 12a
dPAC

dz
1k2PAC50, ~63!

where

a5
1

2

1

T0

dT0

dz H F~lT!/F~lm!21

12NPr

1w
g

g21

n2
0

n1
0

F~lD!/F~lm!21

12NSc
J , ~64!

and

k25
v2

c2

g

F~lm! H 12
g21

g
F~lT!1

n2
0

n1
0 ~12F~lD!!J .

~65!

Equation~63! describes the acoustic pressure fluctuations in
a wet-walled tube with a temperature gradient. We note that
although we have solved this for cylindrical pores, parallel
walled pores of other shapes can be described by substitution
of the appropriate thermoviscous dissipation function,
F(l j ).

4

For purposes of discussion and numerical integration, it
is useful to rewrite Eq.~63! as two first-order differential
equations in the acoustic pressure and volume velocity. Av-
eraging Eq.~55!, the axial hydrodynamic velocity, over the
cross-sectional area of the pore in terms of the dimensionless
radial coordinateh5r /R and ignoring the thin condensate
layer gives
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uAve* 5
1

Apore
E

Apore

u* dApore

52
2i

g

dP*

dj E
0

1S 12
J0~Ailmh!

J0~Ailm!
D h dh

52
2i

g

dP*

dj

F~lm!

2
, ~66!

where recursion relations for the Bessel functions have been
used to evaluate the integral. Rearranging to solve for the
acoustic pressure gradient while making use of the following
expressions,P* 5PAC /P0 , P05r0cs

2/g, and j5vz/cs ,
and realizing that the acoustic volumetric velocityUvol

5AmixcsuAve* yields

dPAC

dz
5

ivr0

Amix

Uvol

F~lm!
, ~67!

whereAmix is the total stack cross-sectional area available to
the gas/vapor mixture. Using this expression in Eq.~63! and
using the expressions above forP* , P0 , andj gives, after
rearrangement

dUvol

dz
52

Amix

ivr0
F~lm!k2PAC22aUvol , ~68!

wherea andk2 are defined in Eq.~64! and Eq.~65!. Equa-
tions ~67! and ~68! are coupled first-order equations for
acoustic pressure fluctuations and acoustic volumetric veloc-
ity fluctuations.

III. LIMITING CASES

A. Acoustics of wet porous media

To compare to recent work in porous media theory, we
let the ambient temperature gradient,dT0 /dz, go to zero in
Eqs.~63!–~65!. This makes the terma50, and our acoustic
wave equation becomes

d2PAC

dz2 1k2PAC50, ~69!

with

k25
v2

c2

g

F~lm! H 12
g21

g
F~lT!1

n2
0

n1
0 ~12F~lD!!J .

~70!

This agrees with Raspetet al.1 subject to the assumption that
the thermal diffusion ratio,kT , is zero.

B. Dry thermoacoustics

To compare to dry thermoacoustics, we let the number
density of the vapor,n2

0, go to zero in Eqs.~63!–~65!. The
solution for the wave equation then becomes

d2PAC

dz2 12a
dPAC

dz
1k2PAC50, ~71!

with

a5
1

2

1

T0

dT0

dz H F~lT!/F~lm!21

12NPr
J , ~72!

and

k25
v2

c2

g

F~lm! H 12
g21

g
F~lT!J . ~73!

Note that this compares with the solution obtained by Arnott
et al.4 To compare with the Rott formulation,6 note that the
relation between shear wave number,lm, and viscous pen-
etration depth,dm , is given bylm5A2R/dm , and the rela-
tion between thermal wave number,lT , and thermal pen-
etration depth,dT , is given bylT5A2R/dT , whereR is the
effective radius defined as twice the pore area divided by the
pore perimeter. The relations betweenF(lm) andF(lT) and
the Rott functions,fn and fk , are given by,F̃(lm)512fn

andF̃(lT)512fk . The complex conjugate arises due to our
use ofe2 ivt notation, rather than Rott’seivt notation.

IV. DISCUSSION

Equations~63!–~68! clearly demonstrate that the ther-
mal diffusion terms for inert gas thermoacoustics are aug-
mented by additional analogous terms in mass diffusion in
the inert gas-condensing vapor mixture in pores with wet
walls. Swift13 discusses the contribution of each term in the
equations of inert gas thermoacoustics corresponding to Eqs.
~67! and ~68!. The term corresponding to22aUVol is iden-
tified as the temperature-gradient-dependent complex acous-
tic gain/attenuation. For standing-wave devices, the imagi-
nary part of this term is the dominant contribution to the
gain; in a pure traveling wave device it is the real part that is
the dominant contribution. Losses are primarily determined
by the imaginary part ofk, the complex square root of Eq.
~65!. For the inert gas–vapor mixtures we have examined,
lD andlT are of the same order of magnitude, whilew can
be quite large. The additional gain terms are larger than the
additional loss terms so that lower onset temperatures and
higher work can be expected from a wet prime mover.

In order to test these ideas, measurements were made of
onset temperature in an extremely simple thermoacoustic
prime mover, which operates in atmospheric air. The gas
properties needed to compare the dry and wet gain and loss
terms have been estimated using the methods of Ref. 1. The
condensable fluid used is water, which was applied to the
stack plates with an atomizer. The engine is a modification of
a demonstration device developed by Reh-Lin Chen.14 The
resonator section is a 100-ml Pyrex graduated cylinder~di-
ameter 26 mm, length 240 mm! which forms a closed–open
resonator exposed to the atmosphere. The stack is a 1-in.-
long cylindrical section of Celcor square-celled ceramic hon-
eycomb with 200 cells per square inch. The lower end is
woven with about 250 mm of 30-AWG nichrome wire which
can be electrically heated. The upper, cold, end of the stack
has no heat exchanger at all, and dissipates heat into the
nearby glass wall, convection of the air above it, and its own
heat capacity.

Beginning with the entire system at ambient tempera-
ture, electrical power is applied to the heating wire over

1421J. Acoust. Soc. Am., Vol. 112, No. 4, October 2002 Raspet et al.: Thermoacoustic propagation in condensing mixtures



20–30 s to produce an increasing temperature gradient
across the stack, measured with thermocouples cemented to
the stack at each end. The temperatures are recorded when
sound is detected radiating from the open end of the resona-
tor. Measurements were made with the stack at various po-
sitions in the resonator, and with the stack either dry or with
a film of water. The stack was located near its optimum
location for low onset temperature. Since there is no cold
heat exchanger, these experiments were performed with
rapid heating. With only two thermocouples, we could not
measure the actual temperature distribution in the stack. For
this reason careful comparison of data and theory is not jus-
tified. These experiments showed a dramatic decrease in the
temperature difference required for the onset of thermoa-
coustic oscillations when liquid water was present on the
surface of the stack. With a wet stack, the onset temperature
difference was about 80 K, with a dry stack about 280 K. At
the average temperature of the wet stack~330 K!, n2 /n1

50.22, f54.2, g51.388. This gives a coefficient of about
3.2 for the diffusion-related gain term in Eq.~64!. The coef-
ficient of the diffusion loss term is 0.22 in Eq.~65!, while the
coefficient of the thermal loss term is about 0.29. The vis-
cous losses are usually larger than the thermal losses, and the
viscosity of dry air at 430 K is larger than the viscosity of
saturated air at 330 K (2.431025 vs 1.8 1025 kg/m s). If the
viscous, thermal, and diffusion lengths are approximated as
equal, then the ratio of the critical temperature gradient with
and without diffusion should be on the order of 4. This
agrees reasonably well with the measured ratio of 3.5. The
measurements provide qualitative confirmation that the gains
predicted by the theory can be realized in a real system.
Measurements with better instrumentation may provide
quantitative confirmation in the future.

These results are promising for improving the heat flow
and efficiency of thermoacoustic refrigeration, since the mass
diffusion effects act in parallel with the heat diffusion effects
and can augment the heat transport. To analyze such a system
requires expressions for the enthalpy, heat, and work flows
within the stack. The derivation of these expressions and the
analysis of ‘‘wet’’ thermoacoustic refrigeration are presented
in the following paper.

V. CONCLUSIONS

The basic propagation equations and equations for first-
order acoustic variables have been derived for an inert gas-
condensing vapor mixture in wet-walled tubes with imposed

temperature gradients. These equations demonstrate that the
addition of wet walls and condensing and evaporating vapor
increases the acoustic gain produced for a given temperature
difference across the stack. A simple measurement demon-
strates that the predicted gains can be realized in physical
systems. The derived equations also form the basis for the
development of work and heat flow equations and therefore
the analysis of ‘‘wet’’ thermoacoustic refrigeration.
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The preceding paper@J. Acoust. Soc. Am.112, 1414–1422~2002!# derives the propagation equation
for sound in an inert gas-condensing vapor mixture in a wet-walled pore with an imposed
temperature gradient. In this paper the mass, enthalpy, heat, and work transport equations necessary
to describe the steady-state operation of a wet-walled thermoacoustic refrigerator are derived and
presented in a form suitable for numerical evaluation. The requirement that the refrigerator operate
in the steady state imposes zero mass flux for each species through a cross section. This in turn leads
to the evaluation of the mass flux of vapor in the system. The vapor transport and heat transport are
shown to work in parallel to produce additional cooling power in the wet refrigerator. An idealized
calculation of the coefficient of performance~COP! of a wet-walled thermoacoustic refrigerator is
derived and evaluated for a refrigeration system. The results of this calculation indicate that the
wet-walled system can improve the performance of thermoacoustic refrigerators. Several
experimental and practical questions and problems that must be addressed before a practical device
can be designed and tested are described. ©2002 Acoustical Society of America.
@DOI: 10.1121/1.1508114#

PACS numbers: 43.35.Ud@MRS#

I. INTRODUCTION

In a companion paper@J. Acoust, Soc. Am.112, 1414–
1422 ~2002!#, hereafter referred to as Paper I, the acoustic
propagation equation was derived for the pressure wave in an
inert gas-condensing vapor mixture in a wet-walled pore
with an applied temperature gradient.1 The expressions for
other first-order acoustic variables were also derived, such as
the acoustic temperature fluctuations, acoustic velocity fluc-
tuations, and acoustic concentration fluctuations. A complete
analysis of the potential of the inert gas-condensing vapor
system to thermoacoustic refrigeration requires expressions
for the total axial enthalpy flux, heat, and work fluxes, as
well as the total mass flux. With these expressions the coef-
ficient of performance can be evaluated and compared to the
analogous expressions for inert gas thermoacoustics. In ad-
dition, the system of equations for numerical integration of
realistic stacks can be developed. In the derivations we use
Swift’s review article2 as a guide, but employ the notation of
Arnott et al.3 Cylindrical geometry is chosen for the pores
within the stack for simplicity. The resulting equations may
be adapted to other pore shapes by substituting different
functional forms of the porous media dissipation functions.
The work of Arnottet al.3 contains expressions for the po-
rous media dissipation functions for various pore geometries.
Also, Swift’s thermoacoustics textbook contains these dissi-

pation functions in Rott’s notation.4 The use of Arnott’s no-
tation is consistent with our earlier papers on sound propa-
gation in wet pores.5–7

In a ‘‘wet’’ thermoacoustic refrigerator, energy is trans-
ported along the temperature gradient in the stack both in the
form of heat and as energy carried by the condensable spe-
cies. The vapor condenses and evaporates on a thin layer of
liquid on the wall of the pore. Proper phasing between the
evaporation/condensation of vapor from this film and the
axial acoustic velocity will result in net pumping of vapor
from one end of the stack to the other. In its simplest form,
we suppose that the condensable fluid returns by flow in the
thin liquid layer. This represents a loss mechanism analogous
to heat conduction in the stack and its contribution must be
evaluated.

DeltaE is a well-established numerical code for model-
ing the performance of thermoacoustic devices.8 The trans-
port equations will be evaluated in forms suitable for use in
DeltaE. DeltaE uses the conservation of the total time-
averaged, second-order steady-state enthalpy flow within the
stack to calculate the temperature gradient and temperature
profile through the stack. The enthalpy is conserved because
the stack and refrigerator are assumed to be insulated and
that heat exchange with the environment only occurs at the
heat exchangers at each end of the stack. This assumption is
also valid for the wet system.

In Sec. II, the first-order differential equations for the
volumetric velocity and acoustic pressure are presented and
their use in numerical calculations discussed. Section III de-
velops the expression for the mass flux in the stack in steady-
state operation. Section IV develops the equations for the
time-averaged enthalpy flux, and the heat and work fluxes in
the stack. From the expression for the total enthalpy flow, the

a!Portions of this work have been presented in William V. Slaton and Rich-
ard Raspet, ‘‘Wet-walled Thermoacoustics,’’ First International Workshop
on Thermoacoustics, ’s-Hertogenbosch, The Netherlands, 22–25 April
~2001!; William V. Slaton and Richard Raspet, ‘‘Wet-walled thermoacous-
tics,’’ J. Acoust. Soc. Am.110, 2677~2001!.

b!Current address: Physics Department, Eindhoven University of Technol-
ogy, Eindhoven, The Netherlands.

c!Author to whom correspondence should be addressed. Electronic mail:
raspet@olemiss.edu
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heat and mass pumping by acoustic processes and loss
mechanisms may be identified. Section V describes the pro-
cess occurring in a wet thermoacoustic refrigerator stack and
identifies a useful regime of operation. The coefficient of
performance of an idealized inert gas–vapor thermoacoustic
refrigerator is developed in Sec. VI. This expression for the
coefficient of performance is then analyzed to determine the
potential of wet-walled system to improve the practicality of
thermoacoustic refrigeration. Section VII contains the con-
clusions of this research.

II. PROPAGATION EQUATIONS

DeltaE numerically integrates the two coupled first-
order differential equations in acoustic pressure and volumet-
ric velocity to determine the acoustic propagation through
the stack. From Ref. 1 we have

dPAC

dz
5

ivr0

Amix

Uvol

F~lm!
, ~1!

whereAmix is the total stack cross-sectional area available to
the gas–vapor mixture,Uvol is the volume velocity in the
stack governed by

dUvol

dz
52

Amix

ivr0
F~lm!k2PAC22aUvol , ~2!

wherea andk2 are defined as

a5
1

2

1

T0

dT0

dz H F~lT!/F~lm!21

12NPr

1w
g

g21

n2
0

n1
0

F~lD!/F~lm!21

12NSc
J , ~3!

and

k25
v2

c2

g

F~lm! H 12
g21

g
F~lT!1

n2
0

n1
0 ~12F~lD!!J .

~4!

Equations~1! and ~2! are coupled first-order equations for
acoustic pressure fluctuations and acoustic volumetric veloc-
ity fluctuations. In steady state, knowledge of the value of
the fluctuating variables and the total enthalpy within the
stack at one location allows calculation of the fluctuating
variables at another location within the stack. It can be seen
that thermal and mass transfer processes have similar func-
tional forms in Eqs.~3! and~4!. The behavior of the ambient
temperature gradient is evaluated from the enthalpy equation
to be derived in Sec. IV.

III. MASS FLUX

Within a closed resonator in steady state, the second-
order time-averaged mass flux of the inert gas must be zero.
Acoustic pumping of inert gas in the axial direction must be
balanced by an axial return mean flow of gas to equalize the
mean pressure within the resonator. Thus, we may write

E ~r1v1r1
0vs,1!zdAmix50, ~5!

wherevs,1 is the steady-state flow velocity of inert gas.v is
the first-order acoustic fluctuation velocity. In Ref. 1 it is
shown that there is no axial acoustic difference velocity term
in the low reduced frequency solution. Therefore, the acous-
tic velocity of each species is the same as the mixture acous-
tic velocity. We have proposed an acoustic propagation
model in which there is a net mass flux of vapor due to
acoustic processes. An analogous expression may be written
for the vapor

E ~r2v1r2
0vs,2!zdAmix5ṁvapor52ṁliquid , ~6!

whereṁliquid is the mass flow rate in the condensed liquid
layer andvs,2 is the steady-state flow velocity of the vapor.
For steady-state operation the vapor transported in one direc-
tion in the mixture must return as liquid flow in the other
direction. The ambient steady flow of inert gas and vapor is
also related to the ambient concentration of the inert gas
within the stack. This is illustrated by recalling the expres-
sion for the ambient-density-weighted species difference ve-
locity

i052r0D12“C1
05

r1
0r2

0

r0
~vs,12vs,2!, ~7!

and that the acoustic concentration fluctuation can be ex-
pressed by

C1* 5
r1

0r2
0~r1* 2r2* !

r0
2 . ~8!

Equations~5!–~8! may be combined and rearranged to form
two useful expressions. The first is

E ~vC1* 2D12“C1
0!zdAmix52

r1
0

r0
2 ṁvapor5

r1
0

r0
2 ṁliquid ,

~9!

and the second is

E ~rv1r0vs!zdAmix5ṁvapor52ṁliquid , ~10!

wherevs5(r1
0vs,11r2

0vs,2)/r0 is the ambient hydrodynamic
steady flow of the mixture.

Using expressions forC1
0, C1* , andu* from Ref. 1 and

expressing the time average of the product of the acoustic
quantities as1

2 Re@u* C̃1* #, we find

ṁvapor52
1

2
Amix

r0
2

r1
0 H cs ReF 1

p E
0

1

u* C̃1* 2ph dhG J
2w

n0

n1

g

g21

AmixD12r2
0

T0

dT0

dz
, ~11!

wherew5@(g21)/g#( l /R0T0).
Substitution ofu* andC̃1* yield integrals ofFi(h) or of

productsFi (h)F̃j (h). Reference 4 shows that these inte-
grals are given as

E
0

1

F̃i~h!Fi~h!h dh5 1
2 Re@F~l i !#, ~12a!
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E
0

1

F̃i~h!Fj~h!h dh5
1

2

F~l j !Ni j 1F̃~l i !

Ni j 11
, ~12b!

and

E
0

1

Fi~h!h dh5 1
2F~l i !, ~12c!

whereNi j 5l i
2/l j

2.
Using these integrals, we find

ṁvapor5
1

2

r2
0

r0

n0

n1
0

g

g21

1

T0cp
FRe@ P̃ACUvolJ1~lD!#

2w
cpr0

vAmix

dT0

dz U Uvol

F~lm!
U2

Im@J2~lD!#G
2w

n0

n1
0

g

g21

AmixD12r2
0

T0

dT0
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, ~13!

where we introduce the notation

J1~l j !5
F̃~l j !/F~lm!21

11Nj
, ~14!

and

J2~l j !5
F~lm!Nj1F̃~l j !

12Nj
2 , ~15!

with j taken asT referring to thermal effects orD referring to
mass diffusion effects andNj referring either to the Prandtl
number for thermal effects or the Schmidt number for mass
diffusion effects.

The acoustically driven terms can be recognized as very
similar in form to the heat transport equations for inert gas
thermoacoustics: there is an acoustically driven term inde-
pendent of temperature gradient and another acoustically
driven term proportional to temperature gradient. Determina-
tion of the direction of these terms is most easily accom-
plished by comparison with the well-understood enthalpy
flux terms of inert gas thermoacoustics, so we defer the dis-
cussion of the direction of mass flux until the enthalpy and
heat flux terms have been derived and discussed.

IV. ENTHALPY BALANCE

The enthalpy flow expression is derived from the energy
density equation given by Landau and Lifshitz9

]

]t S 1

2
rv21r« D52“•FrvS 1

2
v21wD2v•s81q0G .

~16!

« is the internal energy per unit mass,w is the enthalpy per
unit mass,v•s8 is the energy flux due to internal friction,
andq0 is the heat flux. Use of this basic expression insures
that we have included all relevant terms in our derivation at
the cost of initial complexity. The terms in the divergence
represent the energy flux within the stack. The axial compo-
nent of the enthalpy flux within the stack is of interest be-
cause it is a conserved quantity in steady-state operation. The
time-averaged axial enthalpy flow is found by averaging Eq.
~16! over the whole stack and taking the time average. The

integral over the whole stack can be broken up into integrals
over the solid, liquid, and open areas of the stack. We retain
second-order terms in acoustically fluctuating variables and
steady-state terms in the time average, and ignore acoustic
terms in the solid and liquid layer and all viscous heating
terms,v•s8. Streaming velocities are assumed to be at least
first order in acoustic quantities. Thus, the axial component
of the total enthalpy flux is

H̄̇5E ~wmix
0 ~vr1r0vs!1r0vw1q0!zdAmix

1E S r liquid
0 v liquid

0 wliquid
0 2k liquid

dT0

dz DdAliquid

2E ksolid

dT0

dz
dAsolid, ~17!

where the overbars denote time averaging, and the ambient
loss mechanisms within the gas mixture are contained within

q05Fmc2T0S ]mc

]T D
P,C1

G i02k“T0 . ~18!

The Soret effect coefficient,kT , and the Dufour effect coef-
ficient, kP , have been ignored to conform with earlier deri-
vations.mc is the chemical potential of the mixture and is
defined asmc5(m18/m1)2(m28/m2), wherem18 and m28 are
the chemical potentials per molecule. Using Eq.~7! for the
ambient-density-weighted species difference velocity, Eq.
~18! may be rewritten as

q052~w1
02w2

0!r0D12“C1
02k“T0 , ~19!

wherewj
0 is the ambient enthalpy per unit mass of speciesj.

Equation~10! can be used to express the enthalpy flux
for the mixture in terms ofṁliquid or ṁvapor

H̄̇5~wmix
0 2wliquid

0 !ṁvapor1E S r0uwmix

2~w1
02w2

0!r0D12

dC1
0

dz
2kmix

dT0

dz DdAmix

2E ksolid

dT0

dz
dAsolid2E k liquid

dT0

dz
dAliquid . ~20!

Terms in Eq.~20! may be identified:r0uw represents the
enthalpy flow down the stack due to acoustics. The term
containingw1

02w2
0 represents the enthalpy flow due to the

ambient diffusion of the inert gas and vapor. The term
(wmix

0 2wliquid
0 )ṁvapor represents the enthalpy flow due to the

net transport of the gas mixture and the return flow in the
liquid layer. The diffusion loss and the ambient steady flow
loss terms will be combined to form a simpler expression
below. The loss mechanism of ambient thermal conduction
through the gas mixture and solid stack material are given by
kmix(dT0 /dz) and ksolid(dT0 /dz), respectively, while
k liquid(dT0 /dz) represents an additional loss by thermal con-
duction through the liquid layer. Use of Eqs.~9! and ~10!
leads to considerable simplifications as various terms com-
bine.
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The acoustically fluctuating enthalpy for an ideal mix-
ture is written in terms of temperature and concentration
fluctuations, and is given bywmix5cpT0T* 1mcC1* , where
cp is the mixture isobaric specific heat andmc is the mixture
chemical potential. The integration over the solid, liquid, and
gaseous parts of the stack is performed and the expressions
for the normalized temperature, axial acoustic velocity, and
concentration fluctuations are substituted and time averaged.
With these modifications, Eq.~20! becomes

H̄̇5
1

2
Amix ReFr0csE

0

1

u* cpT0T̃* 2h dhG
1

1

2
Amix ReFr0csS mc2

r0

r1
0 wmix

0 1
r0

r1
0 wliquid

0 D
3E

0

1

u* C̃1* 2h dhG1AmixFr0

r1
0 ~wmix

0 2wliquid
0 !

2~w1
02w2

0!Gr0D12

dC1
0

dz
2@kmixAmix

1k liquidAliquid1ksolidAsolid#
dT0

dz
, ~21!

where the integral over the mixture has been converted to an
integral over a single pore in terms of the dimensionless
radial coordinateh. Use of standard thermodynamic identi-
ties yields further simplifications

mc2
r0

r1
0 wmix

0 1
r0

r1
0 wliquid

0 52
r0

r1
0 T0~smix

0 2sliquid
0 !, ~22a!

and

~wmix
0 2wliquid

0 !
r0

r1
02~w1

02w2
0!5

r0

r1
0 T0~s2

02sliquid
0 !,

~22b!

wheresmix
0 , s2

0, andsliquid
0 are the ambient entropies per unit

mass of the mixture, vapor, and liquid at the temperatureT0 ,
respectively. With the identity fordC1

0/dz from Ref. 1, Eq.
~21! becomes
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2@kmixAmix1k liquidAliquid1ksolidAsolid#
dT0

dz
. ~23!

The first two terms represent the acoustically transported en-
thalpy Q̇AC1ẆAC . The first term can be evaluated much
like Eq. ~11! or can be recognized as the acoustic heat flux
term of inert gas thermoacoustics.2,3 The second term is
T0(smix

0 2sliquid
0 ) times the acoustic mass transport of vapor.

The integrals for acoustic mass transport are evaluated in Eq.
~12!. The third term is the enthalpy loss term due to the

steady flow of vapor and its subsequent return flow as a
liquid.

Equation~23! is the most convenient form for evaluation
from first-order acoustic quantities, but is not the best form
for understanding the physical properties of the system. If
the r0uw term in Eq.~20! is expressed in terms ofṁvapor,
we find

H̄̇5
1

2
Amix ReFr0csE

0

1

u* cpT0T̃* 2h dhG
1T0~smix

0 2sliquid
0 !ṁvapor2AmixT0~s1

02s2
0!r0D12

dC1
0

dz

2~kmixAmix1k liquidAliquid1ksolidAsolid!
dT0

dz
. ~24!

This form resolves the additional transport terms into en-
tropy transport due to the mass transport of the mixture and
the return flow of the liquid and entropy transport due to the
ambient diffusion of the inert gas and vapor components.

Evaluation in terms of the volume velocity yields

H̄̇5 1
2 Re@ P̃ACUvol#1 1

2 Re@ P̃ACUvol~J1~lT!

1«DJ1~lD!!#2
cpr0

2vAmix

dT0

dz U Uvol

F~lm!
U2

3Im@J2~lT!1«DwJ2~lD!#2 Q̄̇loss, ~25!

where

«D5
1

cp

r2
0
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0

g

g21
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0 2sliquid
0 !, ~26!

Q̄̇loss5~Amixkmix1Asolidksolid1Aliquidk liquid!
dT0

dz

1AmixFw
g

g21
r2

n0

n1
0 ~s2

02sliquid
0 !D12G dT0

dz
, ~27!

and the functionsJ1(l j ) andJ2(l j ) are defined in Eq.~14!
and Eq.~15!.

We assume that the liquid layer coating all surface area
of the stack represents a small fraction of the total cross-
sectional area of the stack and that the heat conduction
through the liquid film may be neglected. This assumption
must be investigated experimentally. Since the axial acoustic
density weighted species difference velocity is shown to be
zero in Ref. 1, the time-averaged acoustic power is

W̄̇AC5 1
2 Re@ P̃ACUvol#. ~28!

This is the first term in Eq.~25!. The remainder of Eq.~25! is
the total heat fluxQ̇.

Equations~25! and ~28! provide a complete description
of energy fluxes in a thermoacoustic stack with an inert gas-
condensing vapor working fluid in a pore with wet walls
under the approximations described above.
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V. DISCUSSION

Although Eq.~25! is quite complex, the behavior of the
different terms can be explained in terms of the well-
understood inert gas thermoacoustic refrigerator. The terms
in Eq. ~25! containinglT are identical to those in Ref. 3 for
inert gas refrigeration, as are the gas and solid material heat
conduction terms. The new terms, those containinglD and
the additional term due to steady flow and diffusion, contain
the same functions evaluated for slightly different variables.
NPr andNSc are both on the order of 1, so the behavior of the
heat diffusion and mass diffusion terms are similar.

Figure 1 shows that in an inert gas refrigerator with the
stack properly positioned, the acoustic power difference
across the stack is converted into heat flow toward the hot
end of the stack~maintained near room temperature by a heat
exchanger!. This removes heat from the cold end of the stack
leading to cooling below room temperature. The acoustic
heat flow is opposed by heat conduction in the gas and stack
material and by the second acoustically driven heat term. If
losses are ignored, cooling is possible until the temperature
gradient is large enough so that the second acoustic heat flux
term is equal to and opposite in direction to the first term.
This establishes a critical gradient for refrigeration and that
the term 1

2 Re@PACUvolJ1(lT)# produces a heat flux away
from the cold end of the stack and the term containing
Im@J2(lT)# produces a heat flux toward the cold end.

Equation~13! for the mass flux contains the same func-
tions as the heat flux but evaluated for mass diffusion rather
than heat diffusion. The vapor flux terms are in the same

direction as the heat flux terms. When the temperature gra-
dient is small, the total vapor mass flux resulting from the
two diffusion terms is in the same direction as the acoustic
heat transfer. The ideal critical gradient for the vapor transfer
to stop and reverse directions is equal to the critical gradient
for heat diffusion multiplied by the factor 1/w. w is usually
greater than 1. Here, ‘‘ideal’’ means that the third term in Eq.
~13! describing ambient diffusion can be neglected.

The vapor transport heat flux terms in Eq.~25! display
the same behavior as the mass flux. We expect«D to be
positive, since the entropy of the mixture should be greater
than the liquid entropy, so that the vapor transport terms add
to the acoustic heat transfer terms when the normalized tem-
perature gradient is less than 1/w. When the temperature gra-
dient exceeds the critical gradient for vapor transport, the
flow of vapor reverses and the heat transport by acoustic heat
diffusion and vapor diffusion oppose each other.

VI. IDEAL COEFFICIENT OF PERFORMANCE AND
HEAT TRANSFER

A. Theoretical expressions

The coefficient of performance~COP! is a measure of
the efficiency of a refrigerator and is equal to the amount of
heat pumped from a cold reservoir divided by the net work
input. Thus, the coefficient of performance is

COP5
Q̄̇Net,C

DW̄̇
. ~29!

The COP can be evaluated numerically by integrating
through the stack using Eqs.~1! and~2! and the constancy of
Eq. ~25!. Then, the net work can be evaluated from Eq.~28!

evaluated at each end of the stack and byQ̄̇Net,C evaluated at
the cold end of the stack using Eqs.~25! and ~28!. For this
preliminary paper, the inert gas-condensing vapor COP is
compared to the inert gas COP in an idealized form to pro-
vide an estimate of the potential improvements provided by
the wet-walled system. We shall consider the coefficient of
performance of an inert gas–vapor thermoacoustic refrigera-
tor in the inviscid, boundary layer, and standing wave limit.

The amount of acoustic work used to pumpQ̄̇C is the differ-
ence in acoustic intensity on the hot and cold sides of the
stack. Thus,

DW̄̇52Amix@~PACu!right2~PACu! left#

52L
d

dz
~PACUvol!

52
L

2

d

dz
~Re@PACŨvol# !

52
L

2
ReFPAC

dŨvol

dz
1

dPAC

dz
ŨvolG , ~30!

where we have used the fact thatAmixu5Uvol and L is the
stack length. The coordinates are indicated in Fig. 1. This
approximation puts an upper bound on COP since it assumes
losses in other parts of the refrigerator are negligible.

FIG. 1. Mass transport directions in an inert gas-condensing vapor refrig-
erator for different values of the temperature gradient compared to the heat
transport in an inert gas refrigerator.Q̄̇T is the thermal heat transport flux,
Q̄̇D is the heat transport by evaporation–condensation, andm̄̇vapor is the
mass flux of vapor.
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In the standing wave limit,Uvol5Uvol,S and PAC

5 iPAC,S . The boundary layer limit of theF(l j ) functions is

F~l j !5122Ai /l j512~12 i !d j /R, ~31!

with j taken asT referring to thermal effects orD referring to
mass diffusion effects.

Applying these limits to the change in acoustic work
yields
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g

g21

dD

R J G . ~32!

The acoustic heat pumped from the cold reservoir can be
written with these limits as

Q̄̇C5
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R
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R J
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2vAmix
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ḋD

R J . ~33!

Taking the ratio of Eq.~33! and Eq.~32! and factoring out
2PAC,SUvol,S/2 from the numerator and 2LvAmix

3PAC,S
2 /r0cpT0 from the denominator yields
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0
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Two factors used in the literature2 of inert gas thermoacous-
tics can be identified:

the dry critical temperature gradient

¹Tcrit5
vAmixPAC,S

cpr0Uvol,S
, ~35!

and the normalized temperature gradient

G5
¹Tmean

¹Tcrit
5

dT0 /dz

¹Tcrit
. ~36!

The critical temperature gradient is the ambient temperature
gradient at which the temperature oscillations in the mixture
due to acoustic pressure changes are the same as the local
stack temperature when the acoustic wave displaces the mix-
ture along the stack. In other words, at the critical gradient a
parcel of gas in the mixture will always be in thermal equi-
librium with the local stack temperature and thus will not
exchange thermal energy with the stack. However, in a wet
system heat is transported by the vapor, as long as the
changes in the partial pressure of vapor due to acoustic pres-
sure changes are different from the vapor pressure at the
stack wall. The partial pressure at the wall depends only on
the temperature and the latent heat through the parameterw.

We further identify and approximate the Carnot coeffi-
cient of performance as

COPCarnot5
TC

TH2TC
>

T0

L

dz

dT0
. ~37!

This approximation assumes that the temperature gradient is
linear and that the cold temperature and the stack average
temperature are comparable. Equation~34! can then be ex-
pressed as

COP5GCOPCarnot

dT~12G!1«DdD~12wG!

dT~12G!1
g

g21

n2
0

n1
0 dD~12wG!

.

~38!

If there is no vapor in the system,n25«D50 and the coef-
ficient of performance reduces to the expression COP
5GCOPCarnot, which agrees with Swift’s expression for inert
gas thermoacoustics.2

This idealized expression is a valuable aid to under-
standing the transport properties. The relationship of the
change in sign of the mass diffusion acoustic transport asG
exceeds 1/w is clear. The ideal COP will be increased for
systems in which the normalized temperature gradient is be-
tween zero and 1/w. If the normalized gradient exceeds 1/w,
the mass diffusion effects oppose the heat diffusion effects. If
«D.(g/g21)(n2

0/n1
0) and the normalized gradient is be-

tween 0 and 1/w, the COP of the wet system will be greater
than the COP of the dry system with the same dry properties.

B. Example analysis for selected inert gas–vapor
mixtures

As an indicator of the potential of inert gas-condensing
vapor mixtures to improve thermoacoustic refrigeration, we
have calculated the ideal COPs relative to Carnot from Eq.
~38! for a thermoacoustic cooler operating between 280 and
310 K as a function of the normalized temperature gradient
G. Physical properties of the pure gas and vapor at standard
state and as functions of temperature may be found in nu-
merous reference books.10,11 Transport properties, such as
viscosity, thermal conductivity, or diffusion coefficient, of
pure gases and binary mixtures of gases are calculated based
on gas dynamic theory.12 Thermophysical properties such as
the specific heat and the ratio of specific heats of the mixture
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are calculated with mole fraction weighting.13 The mole frac-
tions of gas and vapor in the mixture are calculated from the
Clausius–Claperyon equation as a function of ambient local
temperature.14 When calculating the mole fractions it is as-
sumed that the mean pressure in the model refrigerator is a
constant; thus, an air and water vapor mixture would have
equal mole fractions for a mean pressure of 2 atmospheres at
373 K. The numerator of the coefficient of performance rela-
tive to Carnot, Eq.~38!, is the heat pumped from the cold
side of the stack. Thus, the thermophysical quantities of the
mixture in the numerator are calculated at an ambient tem-
perature of 280 K. The denominator of Eq.~38! is the work
required to pump the heat and is evaluated at the average
temperature across the stack~295 K!.

Figure 2 indicates that the coefficient of performance of
the helium-condensing vapor mixture is higher than that of
helium for low normalized temperature gradients. The pure
helium system can achieve higher COPs relative to Carnot at
higher critical gradients, but as will be demonstrated below,
for much lower cooling powers than the helium–ammonia,
helium–butane, or helium–R134a mixtures.

Swift2 suggests that the potential for different gas mix-
tures to transport energy can be investigated by assuming
uPACu'rcuuACu and that the highest acoustic Mach number
(M5uuAC /cu) achievable in an acoustic system is constant
at approximately 0.1. Further, we set the ratiodT /R for each
system equal. This corresponds to optimizing the stack spac-
ing for each mixture. Under these assumptions Eq.~33! be-
comes

uQ̄̇cu5
rc3M2

2 S dT

R D @~12G!1«D~12fG!#. ~39!

In Fig. 3 we plot the normalized cooling power

uQ̄̇unormalized5
rc3@~12G!1«D~12fG!#

~rc3!helium
. ~40!

The relative cooling power for the pure helium system is
then given by~12G!. The thermophysical properties for this
calculation are evaluated at 10 atmospheres and 280 K.
Large gains in heat flux from the cold heat exchanger are
predicted at relatively high COPRs. These results are encour-
aging, but a more realistic calculation should include the
additional stack length and attendant increased losses. Initial
estimates of the new loss terms in Eq.~25! which have not
been included in this analysis indicate that they are at most
on the order of the heat conduction losses in inert gas ther-
moacoustics, but this must also be confirmed by numerical
calculations.

VII. CONCLUSIONS

The transport equations for wet thermoacoustics have
been developed. The heat energy transported and the coeffi-
cient of performance are both increased for wet stacks oper-
ated between a temperature gradient of zero and the critical
temperature gradient for mass transport. The cooling by va-
por transport is analogous to a conventional vapor cycle re-
frigerator. High entropy vapor is transported from the cold
side of the stack to the ambient where it condenses. This
system combines thermoacoustic refrigeration with vapor
cycle refrigeration in a simple acoustically driven device.

Several experimental and calculational questions must
be answered before it can be determined if inert gas-
condensing vapor thermoacoustics can be exploited to im-
prove thermoacoustic refrigerators.

~1! A full numerical calculation must be performed to see if
the improvement in cooling power shown above can be
achieved in a realistic refrigerator. In this paper we have
derived the necessary relations for calculations in
DeltaE.8

~2! The behavior of the condensed liquid layer in the stacks
must be investigated experimentally for a variety of
stack materials and vapor substances. We have per-
formed our calculations with the simplest assumption:

FIG. 2. Coefficient of performance relative to the Carnot coefficient of
performance versus normalized temperature gradient for pure helium
———, helium and water vapor –––, helium and ammonia• • • •, helium
and butane -•-, helium and R134a ---.

FIG. 3. Normalized cooling power versus normalized temperature gradient
for pure helium ———, helium and water vapor –––, helium and ammonia
• • • •, helium and butane -•-, helium and R134a ---.
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that the liquid layer is thin everywhere and that natural
flow occurs in the steady state to return the transported
and condensed vapor.

~3! The behavior of the heat and mass transfer at the heat
exchangers must be investigated. Our analysis of en-
thalpy flow is only valid within the stacks.

~4! The assumption that the temperature-driven diffusion ef-
fect (kT terms! are negligible should be investigated in
more detail. We have relied on the analysis of Ref. 6 in
our neglect ofkT , but kT may be larger in a given can-
didate system.

There are, of course, other questions and considerations be-
sides those listed above. Nonetheless, this is a promising and
interesting field of investigation.
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A nonlinear model of thermoacoustic devices
Sergey Karpov and Andrea Prosperettia)

Department of Mechanical Engineering, The Johns Hopkins University, Baltimore, Maryland 21218

~Received 22 October 2001; revised 21 June 2002; accepted 25 June 2002!

This paper presents a nonlinear, time-domain model of thermoacoustic devices based on
cross-sectional averaged equations. Heat transfer perpendicular to the device axis—which lies at the
core of thermoacoustic effects—is modeled in a novel and more realistic way. Heat conduction in
the solid surfaces surrounding the fluid medium is included. Contrary to the previous versions of this
model@Watanabeet al., J. Acoust. Soc. Am.102, 3484–3496~1997!#, the present version does not
require artificial damping and is numerically robust. The model performance is illustrated on several
examples: a prime mover, an externally driven thermoacoustic refrigerator, and a combined prime
mover/refrigerator system. ©2002 Acoustical Society of America.@DOI: 10.1121/1.1501277#

PACS numbers: 43.35.Ud, 43.25.Gf, 84.60.Rb, 43.20.Ks@RR#

I. INTRODUCTION

The physical process at the heart of thermoacoustic
prime movers and refrigerators is the exchange of energy
between the working fluid and the solid structure in contact
with it ~see, e.g., Rott, 1980; Wheatley, 1986; Swift, 1988!.
While in a multidimensional description of these devices the
modeling of this exchange process arises naturally through
the solution of the balance equations for momentum and en-
ergy, in a quasi-one-dimensional description specific models
are needed~see, e.g., Watanabeet al., 1997; Mozurkewich,
1998a!.

In our earlier work on one such quasi-one-dimensional
description~Watanabeet al., 1997; Yuanet al., 1997!, we
have used relatively crude models inspired by a straightfor-
ward application of linear theory. We found that, while many
features of the nonlinear behavior of thermoacoustic prime
movers observed in experiment could be reproduced by the
model, numerical difficulties remained that deprived the cal-
culation of the degree of robustness necessary for a wide-
spread acceptance of the formulation.

The primary purpose of the present paper is to present a
better model for the description of the exchange of momen-
tum and energy between the fluid and the solid. At a cost of
a minimal increase in complexity, we achieve a greater
physical realism, a much stronger degree of numerical sta-
bility, and we are able to dispense with the introduction of
artificial numerical damping that was needed in our earlier
model ~Yuan et al., 1997!. A second purpose of the paper is
to include heat transport by conduction in the stack and in
the heat exchangers that was neglected in the earlier formu-
lations.

As a result of these two extensions, we present a general
time-domain, fully nonlinear model of thermoacoustic de-
vices that is capable of predicting the response of such sys-
tems to cross-sectional area variations, stack position, fluid
properties, and many other design variables. While the model
is not exact due to the averaging over the cross section, in the

frequency domain and for small amplitudes it reduces to the
standard linear theory. In addition, it is able to describe non-
linear phenomena such as the finite-amplitude saturation of
the thermoacoustic instability while, at the same time, re-
maining substantially simpler than a truly multidimensional
model. We thus hope that our model can be useful in filling
the current gap in the levels of description available for ther-
moacoustic systems.

In particular, only limited theoretical information exists
on nonlinear phenomena in thermoacoustic devices. Ex-
amples of analytical studies include Bauwens~1996, 1998!,
who studied large-amplitude oscillations in the limit of a
nearly uniform gas temperature over the cross section of a
round tube, Gopinathet al. ~1998!, who investigated the
steady-state temperature distribution in the stack by a
second-order regular perturbation theory, and a recent one by
the present authors where the time-dependent nonlinear satu-
ration of the thermoacoustic instability was obtained by a
method of multiple time scales carried to fourth order~Kar-
pov and Prosperetti, 2000!. Numerical work includes a paper
by Caoet al. ~1996!, in which the heat exchange between the
gas and zero-thickness stack plates in a thermoacoustic
couple is calculated, and the papers by Worlikar and Knio
~1996, 1999!, Worlikar et al. ~1998!, and the thesis by Wor-
likar ~1997!, which focus on the two-dimensional modeling
of flow and heat transfer in the stack region including the
blockage effect of the stack; in these studies—unlike the
present formulation—the rest of the system is modeled as a
single-frequency acoustic wave. In a very recent paper
Hamiltonet al. ~2002! present an interesting nonlinear model
constructed on boundary-layer-like approximations.

Although understandable in view of the complexity of
the problem, the paucity of papers devoted to nonlinear ef-
fects is unfortunate as ample experimental evidence exists as
to their importance. The very fact that the thermoacoustic
instability in a prime mover ultimately saturates at a finite
pressure amplitude is an obvious consequence of
nonlinearity.1 More subtly, as pointed out by Worlikaret al.
~1998!, some of the differences between linear theory and
experiment encountered by Atchleyet al. ~1990a! are to be
attributed to nonlinearity already at drive ratios as low as

a!Also at Faculty of Applied Physics and Twente Institute of Mechanics,
University of Twente, AE 7500 Enschede, The Netherlands, and Burgers-
centrum, The Netherlands.
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2%. Furthermore, it may be argued that the effective exploi-
tation of thermoacoustic systems requires operation in the
nonlinear regime. The strongly nonlinear resonators de-
scribed by Ilinskiiet al. ~1998! are a particularly interesting
possibility.

II. SIMPLIFIED MODELS OF THERMOACOUSTIC
DEVICES

We begin by a summary of the simplified model of ther-
moacoustic devices used in our previous papers~Watanabe
et al., 1997; Yuanet al., 1997!.

The key simplification rests on the observation that, in
most thermoacoustic devices, the dimensions of the system
in the direction of the fluid particle displacement are much
greater than those normal to it. This circumstance suggests
the use of a quasi-one-dimensional model in which the con-
servation equations for mass, momentum, and energy are av-
eraged over the cross section of the system. Details on the
derivation can be found in Watanabeet al. ~1997!, and here
we simply summarize the results.

The equation of continuity is

]r

]t
1

1

S

]

]x
~Sru!50. ~1!

Here, x is the coordinate along the axis of the device~not
necessarily rectilinear!, S(x) is the local cross-sectional area,
and r and u are the gas density and axial velocity, respec-
tively, averaged over the cross-sectional area. The momen-
tum equation takes the form
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]x
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52 r D~u!, ~2!

wherep is the cross-sectional average of the gas pressure and
the termD(u) accounts for momentum exchange between
the fluid and the surrounding solid surfaces and will be
specified shortly. On the assumption of perfect-gas behavior,
the energy equation is written in the form

]

]t S 1

g21
p1

1

2
ru2D1

1

S

]

]x FuSS g

g21
p1

1

2
ru2D G

5rcp FH~Tw2T!2
dTw

dx
Q uG , ~3!

whereg is the ratio of the gas-specific heats,T the cross-
sectional average of the gas temperature, andTw the surface
temperature of the solid surfaces in contact with the gas. The
termsH, Q are analogous toD and account for the exchange
of energy between the fluid and the solid; these quantities are
at the core of the present study and will be discussed in detail
below @some comments on the form of the right-hand side of
~3! are given in the Appendix#. It is further postulated that
the perfect gas equation of state

p5RrT, ~4!

where R is the universal gas constant divided by the gas
molecular mass, is satisfied by the cross-sectional averages.

Closure of the model requires knowledge of the tem-
perature distributionTw along the axis of the device. In our

earlier papers this quantity was taken as given and indepen-
dent of time, but one can easily remove this restriction by
once more using a cross-sectional average, this time over the
solid material that constitutes the stack. Although it is not
necessary to specify the geometrical structure of the stack,
for ease of exposition we will think of it as constituted by a
set of parallel plates. Area averaging is justified by the fact
that the plates are usually thin; a similar remark would apply
to pin stacks or other geometrical arrangements. In this way,
one finds

rscs

]Tw

]t
5

1

Ss

]

]x S ksSs

]Tw

]x D
2 rcpFH~Tw2T!2

dTw

dx
Q uG , ~5!

wherers , cs , ks , andSs are the density, specific heat, ther-
mal conductivity, and cross-sectional area of the plates, re-
spectively. The heat exchangers are modeled in a similar
way, except that their thermal conductivity is taken to be
infinite so that their temperature is spatially uniform.2 For the
sake of simplicity, in the examples that follow we assume
that the stack plates are in perfect thermal contact with the
cold and hot heat exchangers.

Away from the stack region, one could use a similar
formulation for the resonator tube walls, or one could couple
the model equations with the conduction equations in the
walls. In this study, for simplicity, we shall simply assume
that the tube wall temperature is prescribed.

A variety of boundary conditions can be associated with
the mathematical model described before depending on the
situation that it is desired to model. For example, for the
prime mover case with standing waves, it might be reason-
able to assume that the end walls of the tube are rigid, so that
the velocity vanishes

u50 at x50, x5L. ~6!

The momentum equation~2! then implies that

]p

]x
50 at x50, x5L. ~7!

Equations~1! and~3! written at the endpoints (x50, L) then
give

]r

]t
1r

]u

]x
50, ~8!

]p

]t
1 gp

]u

]x
5~g21! rcp H~Tw2T!. ~9!

Upon eliminating]u/]x, one finds

]T

]t
5

g21

g

T

p

]p

]t
1 H~Tw2T!. ~10!

This relation shows that a knowledge ofp at the boundary
completely specifiesT. No additional boundary conditions
are therefore necessary. Since the heat transfer termH is
very small outside the stack region, this relation then essen-
tially implies the adiabatic pressure-temperature relation of
perfect gases.
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In general, the relation~10! would result in a tempera-
ture jump from theT given by this relation to the end-wall
temperature. This is a consequence of the neglect of axial
conduction in the derivation of the energy equation~3!. Axial
conduction would introduce a term]2T/]x2, important only
near the end walls, the role of which would be to re-establish
continuity of temperature by means of a thin boundary layer.
The temperature in this layer would adjust itself so as to
match the value given by~10!. This is an essentially passive
process with negligible effects on the temperature distribu-
tion elsewhere in the device and can therefore be disre-
garded. If desired, however, the expression forH can be
adjusted to give a heat transfer coefficient at the tube ends.

For the case of standing waves forced by a piston, as in
a refrigerator arrangement, one might consider two limit
cases. The piston may be located at a velocity antinode, cor-
responding to a pressure node. In this case one may assume
a vanishing pressure disturbance and an imposed fluid veloc-
ity at this location. Conversely, for a piston located at a pres-
sure antinode, one may use an imposed pressure condition
and a zero velocity condition.

These models can of course be refined. For example,
more complicated end-wall impedances may be accounted
for by prescribing, in place of~6!, ~7!, a relation coupling
pressure and velocity atx50, L. The use of periodicity con-
ditions at the tube ends would permit to model a toroidal
traveling wave system, and so on.

III. THE EXCHANGE TERMS

It was shown in Watanabeet al. ~1997! that, upon lin-
earization, in the frequency domain the model~1! to ~4! leads
to the following eigenvalue equation for the pressure pertur-
bationp8:

1

S

d

dxF ScA
2

11D̂/~ iv!

dp8

dx G1v2p8

1
Ĥ

iv H cA
2

S

d

dxF S

11D̂/~ iv!

dp8

dx G1gv2p8J
1

~g21!cp

11D̂/~ iv!

dTw

dx
Q̂

dp8

dx
50, ~11!

where cA
25gRTw is the local adiabatic sound speed, and

proportionality to exp (ivt) has been assumed. In deriving
this equation we have set

D~u!5D̂~v!u, H~Tw2T!5Ĥ~v!~Tw2T!,
~12!

Qu5Q̂~v!u.

In the same paper it was also shown that the choices

D̂~v!5 iv
f V

12 f V
, ~13!

Ĥ~v!5 iv
f K

12 f K
, Q̂~v!5

1

12s S f V

12 f V
2

s f K

12 f K
D , ~14!

reduce ~11! to the well-known linear formulation of Rott
~1976, 1980; see also Swift, 1988!. In ~13! and ~14! the
quantitiesf V,K depend on the ratio of the diffusion lengths to
the hydraulic diameter of the flow passage~Rott, 1980;
Wheatley, 1986; Swift, 1988; Arnottet al., 1991!. The vis-
cous and thermal diffusion lengthsdV,K are given by

dV5A2n

v
, dK5A2a

v
5

dV

As
, ~15!

respectively, withn the kinematic viscosity,s the Prandtl
number, anda5n/s the thermal diffusivity. We keep the
Prandtl number constant, but we account for the dependence
of n anda on the local temperature and pressure.

For parallel plates with a spacingl , one has~Swift,
1988!

f 5~12 i !
d

l
tanh~11 i !

l

2d
, ~16!

with index V or K; graphs of i f /(12 f ) for this case are
given in Watanabeet al. ~1997!. For circular flow passages
with radiusr 0 ~Rott, 1969!

f 5
2 J1~~ i 21!~r 0 /d!!

~ i 21!~r 0 /d! J0~~ i 21!~r 0 /d!!
, ~17!

whereJ0,1 are Bessel functions.
Since a very well developed theory exists for the linear

problem in the frequency domain, the value of the present
simplified model consists of its ability to give information on
nonlinear, time-domain processes for which no exact theory
is available short of direct, multidimensional numerical
simulations. In order to accomplish this goal, however, it is
necessary to develop a suitable time-domain formulation for
the transfer terms.

In our earlier work~Yuan et al., 1997!, our first attempt
was to simply take3

D~u!5DS 11uD

]

]t Du, ~18!

with D,uD constants determined in such a way that

D~11 iv1uD!5D̂~v1!, ~19!

wherev1 is the real part of the frequency of the fundamental
mode of the system; similar forms were postulated for the
other exchange terms. This choice was based on the fact that
the fundamental mode at frequencyv1 is usually the most
important one, and it was therefore desirable to simulate it as
precisely as possible. Unfortunately, as discussed in Yuan
et al. ~1997!, this simple choice is inadequate as it causes
many high-order modes of the system to become unphysi-
cally unstable, which causes difficulties in numerical work;
an example was given in Fig. 1 of that paper.

In order to remedy the situation, anad hoc damping
contribution was artificially added to the termH, which re-
sulted in a spectrum with the desired stability features. While
effective, this procedure is undesirable for two reasons, one
practical and one of principle. On the practical side, the de-
termination of the parameters of the new term requires the
ability to calculate the eigenvalue spectrum of~a suitably

1433J. Acoust. Soc. Am., Vol. 112, No. 4, October 2002 Sergey Karpov and Andrea Prosperetti: Model of thermoacoustic devices



modified form of! Eq. ~11!, which is a nontrivial task. As a
matter of principle, the new dissipative term appears suspi-
cious due to its lack of a physical basis. These considerations
led us to an attempt to improve the situation that we now
describe.

IV. NEW FORM OF THE ENERGY AND MOMENTUM
EXCHANGE TERMS

In attempting to tackle the problem mentioned in the
previous section, we decided to follow the suggestion of
Achard and Lespinard~1981!, who were interested in finding
a quasi-one-dimensional formulation for the time-dependent
viscous flow of a fluid in a duct. While, with the assumption
of fully developed flow, the problem is linear and can be
solved by Laplace transform methods, they realized that no
form for the drag term short of a time convolution can cap-
ture exactly the physics of the process. For this reason, they
proposed an approximation in which the momentum transfer
term was not given by a single constant, but was found by
solving an ordinary differential equation in time.

The simplest form is

aD

dD
dt

1D5bD S 11cD

d

dtD u, ~20!

with aD , bD , cD three suitable real constants. IfaD50, this
relation reduces to the earlier choice~18! but, in general, it
contains one additional parameter that can be chosen so as to
improve the representation of the fluid–solid momentum
transfer. We proceed in a similar fashion for the other ex-
change terms as well

aH

dH
dt

1H5bH S 11cH

d

dtD ~Tw2T!, ~21!

aQ

dQu

dt
1Qu5bQ S 11cQ

d

dtD u. ~22!

In the frequency domain, all these prescriptions reduce to
~12! with D̂, Ĥ, Q̂ replaced by

D̃~v!5bD

11 ivcD

11 ivaD
, ~23!

etc. We are now at liberty to impose three conditions in order
to determine the model parametersa, b, c. As in our earlier
model, in view of the importance of the fundamental mode at
frequencyv1 , we impose that

D̃~v1!5bD

11 iv1cD

11 iv1aD
5D̂~v1!, ~24!

with D̂(v) given by~13!; here, as before,v1 is the real part
of the complex eigenfrequencyv̂1 of the first mode. Satis-
faction of this condition ensures that the eigenvalue of the
first mode of Rott’s theory is reproduced. Upon separating
real and imaginary parts, we find two equations among the
three real parametersaD , bD , cD .

For the remaining condition there is considerable lati-
tude. Physically, since the transverse dimensions of the flow
passages in the stack are usually much smaller than the stack
length, one can make the approximation of fully developed

flow in the stack. If the physical properties of the fluid were
constant, this approximation would have the effect of render-
ing the left-hand side of the exact conservation equations
linear, which would permit one to consider each mode
separately.4 From this point of view, the best approach would
be to choose the remaining constant so as to minimize the
difference between the exact and approximate linear spectra.
This objective can be achieved, but once more at the cost of
solving the eigenvalue problem exactly.

Hence, we propose a simpler alternative. In a thermoa-
coustic prime mover, it is usually the first mode that is un-
stable. As its amplitude grows, it loses energy to the second
and higher modes by nonlinear couplings. The second mode
is excited the most and, since it is stable, it will represent the
greatest energy sink for the system. The situation is similar in
a thermoacoustic refrigerator, where the forcing typically en-
ergizes the fundamental mode the most with, again, the sec-
ond mode providing the greatest energy loss~after the fun-
damental!. These considerations suggest that an effective
second condition for the determination of the last free con-
stant in the exchange terms is to impose that the damping of
the second mode be correctly described. We cannot use con-
dition ~24! for the second mode since the real and imaginary
parts of the relation~24! give two equations, but only one
free constant remains available. To choose the right condition
we use as a guide an earlier result@Karpov and Prosperetti
~1998!, Eqs.~33!, ~34!; Karpov and Prosperetti~2000!, Eq.
~5.4!# according to which the linear growth~or damping! rate
of the genericnth mode can be approximated by

Im v̂n5
1

2Vp0
2vn

E
0

L

dx SF cA
2

vn
Re D̂~vn!S dPn

dx D 2

1gvn Re Ĥ~vn!Pn~Pn2RRnTw!

1~g21! Im Q̂~vn!cp

dTw

dx
Pn

dPn

dx G . ~25!

This result shows that Imv̂n depends on ReD̂(vn),
ReĤ(vn), and ImQ̂(vn), which suggests the following con-
ditions:

Re D̂~v2!5bD Re
11 iv2cD

11 iv2aD
, ~26!

Re Ĥ~v2!5bH Re
11 iv2cH

11 iv2aH
,

~27!

Im Q̂~v2!5bQ Im
11 iv2cQ

11 iv2aQ
.

Here,v2 is the real part of the complex eigenfrequency of
the second modev̂2 .5

In order to demonstrate the quality of the approxima-
tions thus obtained, in Figs. 1 and 2 we compare the
v-dependence of the functionsD̃ andQ̃ given by~20!, ~22!

with the expressionsD̂, Q̂ given in ~13!, ~14!. The Prandtl
number iss50.71 and, at the frequencyv1 , dK / l 50.34.
Since the expression for the operatorH is similar to the
expression for operatorD, we do not show it.
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As formulated above, it would seem that the determina-
tion of the model requires the solution of the linear eigen-
value problem, at least for the determination ofv̂1 and v̂2 .
Actually, this task can be considerably simplified as the real
part of the eigenfrequencies is very well approximated by
neglecting the exchange terms in the eigenvalue equation
~11!

1

S

d

dx S ScA
2 dp8

dx D1v1
2p850. ~28!

A further simplification is obtained by using, forcA , a value
based on the average temperature of the resonator

Te5
1

LE0

L

Tw dx. ~29!

In particular, for a cylindrical tube closed at the two ends,
one may take

v1 .
p

L
AgRTe, v2 . 2v1 . ~30!

We found that usually this approximation forv1 is sufficient.
Approximations are also available for tubes of nonuniform
cross section~see, e.g., Rayleigh, 1896!, although~30! may
give an adequate approximation in many of these cases as
well.

As examples of the effect of the previous approxima-
tions on the linear spectrum of the problem, Figs. 3, 4, and 5
show the damping constant of the first 20 eigenmodes as a
function of the mode number for three different positions of
the stack midpoint,xs /L50.91,0.77,0.68; instability corre-
sponds to a negative value of the quantity shown. The circles
connected by the solid line are the result of the standard
linear theory~11!. Note that in all the examples only the first

FIG. 1. Real and imaginary parts of the exact functionD̂(v) defined in~13!
~solid lines! compared with real and imaginary parts of the approximation

for D̃(v) given by ~23! ~dotted lines! for the ratio dK(v1)/ l 50.34 and
Prandtl numbers50.71.

FIG. 2. Real and imaginary parts of the exact functionQ̂(v) defined in~14!
~solid lines! compared with real and imaginary parts of the approximation

for Q̃(v) given by the analog of~23! ~dotted lines! for the ratiodK(v1)/ l
50.34 and Prandtl numbers50.71.

FIG. 3. Damping constant of the first 20 eigenmodes for the system and
conditions described in Sec. IV; the stack is located atxs /L50.909. The
circles are the results of Rott’s linear theory. The squares and triangles
correspond to the differential equation approximation~20!–~22! to the mo-
mentum and energy exchange terms and to the simple explicit form~19!,
respectively. The lines are only meant as guides to the eye.

FIG. 4. Damping constant of the first 20 eigenmodes for the system and
conditions described in Sec. IV; the stack is located atxs /L50.774. The
circles are the results of Rott’s linear theory. The squares and triangles
correspond to the differential equation approximation~20!–~22! to the mo-
mentum and energy exchange terms and to the simple explicit form~19!,
respectively. The lines are only meant as guides to the eye.
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mode is unstable. The results shown by the squares and the
dashed line correspond to the differential equation formula-
tion ~20!–~22!, while the triangles connected by the dotted
line correspond to the simple formulation~13! and ~14! for
the exchange operators. Although both models give good re-
sults for the first few modes, the simple formulation~13!–
~14! makes some higher modes negatively damped, i.e., un-
stable; this circumstance was at the root of the numerical
difficulties encountered in our previous work~Yuan et al.,
1997!. On the other hand, the differential equation approxi-
mation ~20!–~22! gives a good agreement with the linear-
theory results for the first few modes and reasonable esti-
mates for the higher modes. Since the fraction of energy
contained in these higher modes is usually very small, the
associated error is likely to be acceptable.

These numerical results are for a system consisting of a
1-m-long cylindrical tube filled with helium (g55/3, s
50.71,cp55.2 kJ/kg K!. The stack has a length of 30 mm
and consists of parallel plates of negligible thickness spaced
by 0.77 mm. The radius of the tube is assumed to be large so
that drag and heat transfer effects are small outside the stack
region. The mean pressure is 307 kPa. The tube wall tem-
perature at the left of the stack isTC5293 K, and at the right
TH5415 K, so thatTH2TC5122 K. In the stack region the
wall temperature is independent of time and a linear function
of position. Over the temperature range of interest the ther-
mal conductivity data were fitted by a linear function of tem-
perature ask50.15113.22831024(T2300), with k in
W/m K and T in K. We have included this effect in the
calculations as the value ofk determines the thermal penetra-
tion thickness, and therefore has a significant impact on the
heat transfer parameters. The frequenciesv1 and v2 were
evaluated using the approximation~30!.

The present model can accommodate tubes with a non-
uniform cross section. To illustrate this effect, we show in
Fig. 6 results similar to Figs. 3–5 but including the blockage
caused by a finite stack-plate thickness. Here,Sstack/Stube

50.75 and the stack is positioned atxs /L50.684. As an-
other example, in Figs. 7 and 8 we consider a tube with a
cross-sectional area given by

S~x!

S~0!
5H 1 0< 2

5L

@11Z cos2$5p/2~2x/L21!%#2 2
5L<x< 3

5L

1 3
5L<x<L

,

~31!

for Z equal to 0.4 and20.4, respectively; the stack position
is xs /L50.684 and the thickness of the stack plates is ne-
glected. In all these examples the frequenciesv1 and v2

were evaluated using the simple approximation~30!, which
remains fairly accurate in spite of the cross section variation.
For example, for the case of~31! with Z 5 0.4, the error for
the fundamental mode is less than 3% and for the second
mode about 10%.

FIG. 5. Damping constant of the first 20 eigenmodes for the system and
conditions described in Sec. IV; the stack is located atxs /L50.684. The
circles are the results of Rott’s linear theory. The squares and triangles
correspond to the differential equation approximation~20!–~22! to the mo-
mentum and energy exchange terms and to the simple explicit form~19!,
respectively. The lines are only meant as guides to the eye.

FIG. 6. Damping constant of the first 20 eigenmodes for the same case as in
the previous figure, but including the 25% blockage~75% porosity! of
finite-thickness plates.

FIG. 7. Damping constant of the first 20 eigenmodes for a resonator with a
wider midsection according to~31! with Z50.4; see Sec. IV for a descrip-
tion of the system modeled. The stack is located atxs /L50.684 as in the
previous two figures. The circles are the results of Rott’s linear theory. The
squares and triangles correspond to the differential equation approximation
~20!–~22! to the momentum and energy exchange terms and to the simple
explicit form ~19!, respectively. The lines are only meant as guides to the
eye.
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V. NUMERICS

In order to solve the equations of the present model
numerically, we use the total-variation-diminishing scheme
of Harten ~1983! described in Yuanet al. ~1997!, to which
the reader is referred for details. This method has proven to
be effective, robust, and accurate. It is second-order accurate
in space, except near regions of very rapid variation of the
solution, where it prevents the appearance of the spurious
oscillations which contaminate the more traditional schemes.

Since, as is well known~see, e.g., Caoet al., 1996!,
sharp temperature gradients exist near the ends of the stack
while the fields are smooth away from the stack region, the
use of a variable spatial node spacing improves efficiency.
For the numerical examples that follow, in which the tube
length is approximately 1 m, a node spacingDx of 1 mm
outside the stack region and 0.25 mm inside the stack gave
converged results.

The time integration is explicit, with the time stepDt
chosen on the basis of a CFL criterion max(cDt/Dx<) 0.4,
where Dx is the length of the spatial step andc the local
speed of sound; the maximum is evaluated over the entire
grid at each time step. With the estimate~30! of the time
scale of the oscillations, this choice givesv1Dt
.0.2 Dx/L and is therefore adequate to accurately track the
time evolution of the system.

VI. ILLUSTRATIVE RESULTS

In order to illustrate the behavior of the model described
before, we now consider several examples: a prime mover
with a temperature gradient above onset, an externally driven
thermoacoustic refrigerator, and a prime mover/refrigerator
combination.

A. Prime mover

The first example is a model of the prime mover system
studied by Atchleyet al. ~1990b! and Atchley~1992, 1994!.
It consists of a 38.2-mm-diameter tube with a length of 99.89
cm, a stack of 35 stainless-steel plates located 90.13 cm from
the cold end, and two heat exchangers. The plates are 35 mm
long, with a thickness of 0.28 mm and a spacing of 0.77 mm.
We take handbook values for the physical properties:rs

57900 kg/m3, cs5480 J/~kg K!, ks514.9 W/~m K!. The

cold heat exchanger at the left end of the stack consists of
two identical structures separated by 1.5 mm, each with 25
nickel plates 0.45 mm thick, spaced by 1.04 mm and 10.2
mm. The hot heat exchanger is attached to the right of the
stack and is built like the cold one except that it consists of
only one 7.62-mm-long structure. The area blockage is about
30% ~70% porosity! in the heat exchangers and 27%~73%
porosity! in the stack.

In this system, a feature to be noted is the difference in
the number of stack and heat exchanger plates. For the con-
ditions of the experiment the thermal penetration length at
the temperature of the cold heat exchanger is approximately
0.19 mm, which is about 25% of the stack plate spacing but
only 18% of the heat exchanger plate spacing. At the hot heat
exchanger temperature,dK.0.38 mm and the corresponding
ratios are 49% and 37%. Since a gas particle only exchanges
heat if it is within 1–2 thermal penetration lengths from the
plates, as sketched in Fig. 9, it may be expected that some of
the stack plates are effectively not contributing as the gas
particles that move along them make only an imperfect ther-
mal contact with the heat exchangers, particularly at the cold
end wheredK is smaller.

To account in a rough way for this effect, one may say
that only as many stack plates as there are heat exchanger
plates take part in the heat transfer. Alternatively, the effect
of each stack flow passage, as represented by the heat ex-
change termsH and Q, should be reduced by a factorKh

525/35.0.71.
In order to show that this is a reasonable estimate we

first consider the linear case. With the correction factorKh ,
upon linearization and in the frequency domain, in place of
~11! the system~1! to ~3! leads to the following eigenvalue
equation for the pressure perturbationp8:

1

S

d

dxF ScA
2

11D̂~v!/~ iv!

dp8

dx G1Kh

Ĥ~v!

iv

cA
2
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d
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3F S

11D̂~v!/~ iv!

dp8

dx G1S 11Kh g
Ĥ~v!

iv
Dv2p8

1Kh Q̂~v!
~g21!cp

11D̂~v!/~ iv!

dTw

dx

dp8

dx
50, ~32!

where, as before,cA is the local adiabatic sound speed and
D̂(v), Ĥ(v), andQ̂(v) are defined in~13! and ~14!.

FIG. 8. As in the preceding figure, but withZ520.4.

FIG. 9. Schematic representation of a case in which the gap between stack
plates is half that between heat exchanger plates. The gas particles moving
between points A and B exchange heat with the heat exchanger plates since
the point A is within a thermal penetration depthdK . In contrast, the gas
particles moving between points C and D do not exchange heat with the heat
exchanger plates. Therefore, the middle stack plate does not participate in
the heat transport along the stack.
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In the experiments of Atchleyet al. ~1990b! the tem-
perature difference of 325 K was slightly above onset. A
solution of Eq.~32! gives an onset temperature difference of
279.6 K forKh51 and 319.1 K forKh50.71. From the data
reported in Atchley~1994!, for a mean pressure of 376 kPa
and a temperature difference along the stack of 379 K, the
linear temporal growth rate of the perturbation is 5.0 s21.
The solution of Eq.~32! gives a linear growth rate of 11.87
s21 for Kh51 and 5.64 forKh50.71. Obviously, the correc-
tion embodied inKh gives a much better agreement of the
linear theory with the experimental results and, for this rea-
son, we feel justified in using the same correction factorKh

for the nonlinear problem as well.
Figures 10 and 11 show the transient and steady-state

temporal waveforms of the pressure at the cold end of the
tube for the case with a temperature differenceTH2TC

5368 K described by Atchleyet al. ~1990b!. The calculation
is started with a linear temperature distribution in the stack
and a small amplitude of the first system normal mode. The
helium mean pressure is 307 kPa. Figure 12 shows the tem-
perature deviation from the initial value as a function of time

at the center of the stack and 1 mm away from its cold and
hot ends. The temperature near the cold end increases and
that near the hot end decreases rapidly during the first sec-
ond, after which they slowly reach the steady-state values.
The difference between the initial and steady-state tempera-
tures is approximately 5 and 6 K for the cold and hot ends of
the stack, respectively. In contrast, the temperature in the
middle of the stack decreases slowly to its steady-state value
~not yet achieved in this figure!. The final stack temperature
distribution averaged over one cycle is shown in Fig. 13. The
solid line is the mean wall temperature and the dotted line
the mean gas temperature. One can see that there are near-
jumps in the temperature of the solid structure at the ends of
the stack. The correctness~at least qualitative! of this result
is confirmed by the experiments and analysis of Brewster
et al. ~1997! and the calculations of Worlikar~1997! and
Worlikar et al. ~1998!. These near-jumps effectively reduce

FIG. 10. Transient behavior of the pressure at the cold end of the tube for a
prime mover with a temperature differenceTH2TC5368 K described by
Atchley et al. ~1990b!.

FIG. 11. Steady-state temporal waveform of the pressure at the cold end of
the tube for the prime mover of the previous figure. The dotted line corre-
sponds to a fixed linear temperature distribution in the stack; the solid line is
calculated with the numerically determined steady-state temperature distri-
bution at the end of the transient.

FIG. 12. Temperature deviation from the initial value as a function of time
at the center of the stack and 1 mm away from the cold and hot ends for the
prime mover of the previous two figures. Initially the temperature near the
cold end increases and that near the hot end decreases very rapidly. The
difference between the initial and steady-state temperature is approximately
5 and 6 K for the cold and hot ends of the stack, respectively. In contrast, the
temperature in the middle of the stack decreases slowly to its steady-state
value ~not shown in this figure!. The final stack temperature distribution is
shown in the next figure.

FIG. 13. The final mean temperature distribution in the stack~solid line! and
in the gas~dotted line! for the prime mover of the previous three figures.
Note the jumps in the solid structure temperature at the ends of the stack.
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the available temperature difference in the stack, thus reduc-
ing the steady-state oscillation amplitude in comparison with
what would be obtained by assuming a time-independent lin-
ear stack temperature distribution equal toTH2TC . This
effect is shown in Fig. 11 by the dotted line, which represents
the results with the assumption that the wall temperature in
the stack region is a time-independent linear function of po-
sition. For this particular case the difference between the two
results is however small. Figure 11 should be compared with
Fig. 4 of Atchleyet al. ~1990b!. Qualitatively, the numerical
results are close to the experimental ones. The period, 1.95
ms, is identical within the precision with which it can be read
from the figure. The waveform exhibits a strong asymmetry,
with the negative amplitude much smaller than the positive
one. The major difference between calculations and experi-
ment is the amplitude, which is about 24.0 kPa in Fig. 11, but
13.5 kPa in the data. In order to match with measured wave
amplitude, the temperature differenceTH2TC should be de-
creased by about 25 K. A possible explanation for this dif-
ference may be the following. First, the temperature values
reported in Atchleyet al.were measured at the surface of the
tube, rather than in the middle of the heat exchanger plates.
For the conditions of the experiment it is not unreasonable to
expect a temperature difference of the order of 10–20 K
between these two points.6 In addition, the experimental
setup most likely includes several loss mechanisms~e.g.,
form drag of the plates, natural convection! not included in
our model.

B. Piston-driven refrigerator

Now, we consider a simple model of a thermoacoustic
refrigerator in which a piston at the left end of the tube sets
up a standing wave; the right end is modeled as rigid.

The driving frequency is equal to the natural frequency
of the tube open at one end, namelyv52pAgRTi /(4L),
whereL50.5 m is the tube length andTi5293 K the initial
uniform temperature of the gas and solid structures. An os-
cillating velocityu(t)5UA sinvt is prescribed atx 5 0 and
p85r85T850 there as discussed at the end of Sec. II. The
gas is helium at a mean pressureP05307 kPa. The stack
consists of 0.28-mm-thick, 30-mm-long plates spaced by
0.77 mm with a thermal conductivity ofks50.48 W/~K m!
characteristic of fiberglass. It is well known from linear
theory~see, e.g., Swift, 1988; Karpov and Prosperetti, 1998!
that the thermoacoustic heat flux is strongest when the stack
is positioned midway between a velocity node and antinode.
Since in this case the tube length is one-quarter of the acous-
tic wavelength, we position the stack atxs /L50.5.

The hot heat exchanger is modeled by assuming a spa-
tially and temporally constant temperature. The cold heat
exchanger is assumed to be unloaded and to only exchange
heat with the gas and the stack. It is therefore modeled as-
suming a spatially uniform, time-dependent temperature, the
mean value of which will decrease with time under the ac-
tion of the sound waves. Since the thermal conductivity is
assumed to be very large, this cold heat exchanger is simply
characterized by the productrscs . The duration of the tran-
sient of the system increases with the value of this quantity
and therefore, in order to limit the computational time, we

chooserscs5480 kW/~K m3) which is about one order of
magnitude smaller than the appropriate value for realistic
materials. In spite of this limitation, the results that follow
are useful to demonstrate the performance of the model. For
simplicity, we disregard blockage effects and take bothf V

and f K to vanish outside the stack and heat exchanger region,
thus neglecting momentum and energy exchange with the
resonator tube walls.

Figure 14 shows the temperatureTw as a function of
time at the cold heat exchanger~lowest line!, at the stack
midpoint ~middle line!, and 1 mm away from the end of the
hot heat exchanger. Here, the imposed velocity amplitudeUA

is 24.2 m/s which, when converted to pressure according to
the standard acoustic relationUA5PA /rcA , corresponds to
a drive ratioPA /P050.04. The temperature of the cold heat
exchanger initially decreases with time and finally stabilizes
at about 18.5 K less than the initial temperature. At steady
state, on average, the heat extracted from the heat exchanger
by the gas must balance the heat gained by conduction from
the stack plates. Thus, the acoustic power supplied to the

FIG. 15. Mean steady-state temperature distribution in the region of the
stack and the heat exchangers for the solid surfaces~solid line! and the gas
~dotted line! for the driven tube of the previous figure.

FIG. 14. Mean wall temperature as a function of time at the cold heat
exchanger~dotted line!, at the stack midpoint~solid line!, and 1 mm away
from the hot heat exchanger~dot-dash line! for a driven tube with a drive
ratio of 4%. The final temperature difference between the heat exchangers is
18.5 K.
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system by the piston is spent only to maintain this steady
state by removing during each cycle the same amount of heat
from the cold heat exchanger that it receives from the stack
by conduction. Figure 15 shows the final mean temperature
distribution in the region of the stack and the heat exchang-
ers. The mean temperature of the solids is shown by the solid
line, and that of the gas by the dotted line. There are near-
jumps in the temperature of the solid structure at the ends of
the stack similar to those found in Fig. 13. Note that a sig-
nificant difference between the gas and solid structure tem-
peratures occurs only in the heat exchanger regions, whereas
the temperature of the gas and the plates is almost the same
over most of the stack. The mean temperature of the gas is
higher than that of the solid structure over one part of the
heat exchanger, and lower over the other part. The same
result was found in the two-dimensional calculation of Wor-
likar ~1997!, Worlikar and Knio ~1999!, and Mozurkewich
~1998b!.

C. Thermoacoustic refrigerator coupled with prime
mover

As a final example, we consider the combination of a
thermoacoustic prime mover and a thermoacoustic refrigera-
tor sketched in Fig. 16 housed in a 1-m-long rigidly termi-
nated tube. The prime mover stack is located in the right part

of the tube atxs /L50.26 and the standing wave that it gen-
erates induces a temperature difference across the refrigera-
tor stack positioned in the left part of the tube atxs /L
50.73.

As before, we neglect blockage effects and gas–solid
momentum and energy exchanges away from the stack/heat
exchangers region. The gas is helium at a mean pressure of
307 kPa. The stacks and heat exchangers consist of 0.28-
mm-thick parallel plates spaced by 0.77 mm with a length of
30 and 1.5 mm, respectively. For the same reasons men-
tioned above we set the productrscs to 480 kW/~K m3). The
thermal conductivity of the stack plates isks50.48 W/~K m!
as before, whereas the plates of the refrigerator heat ex-
changers are assumed to have infinite thermal conductivity.
The temperature of the prime-mover heat exchangers is pre-
scribed to beTC5293 K, TH5493 K, and held fixed. The
temperatures of the refrigerator heat exchangers are allowed
to change in a manner similar to the cold heat exchanger of
the previous example. Initially the temperature is a uniform

FIG. 16. Schematic representation of a thermoacoustic prime mover/
thermoacoustic refrigerator combination. A temperature differenceTH2TC

is maintained across the prime mover stack by its heat exchangers. The
standing wave generated by the prime mover stack causes a temperature
difference across the refrigerator stack.

FIG. 17. Transient behavior of the pressure at the cold end of the tube for
the thermoacoustic prime mover/refrigerator combination sketched in the
previous figure. Note the nonmonotonic behavior of the pressure amplitude.

FIG. 18. Temperature vs time at three positions in the prime mover stack for
the thermoacoustic prime mover/refrigerator combination of the previous
two figures. The dot-dash and dotted lines are for points 1 mm away from
the hot and cold heat exchangers, respectively; the solid line is for the stack
midpoint. The initial temperature gradient of 6.67 K/mm is reduced to only
4 K/mm at steady state.

FIG. 19. Temperature vs time of the cold~dotted line! and hot~dot-dash
line! heat exchangers and the stack midpoint~solid line! in the refrigerator
unit of the thermoacoustic prime mover/refrigerator combination of the pre-
vious three figures.
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293 K along the refrigerator stack, while it is a linear func-
tion along the prime mover stack.

Figure 17 shows the pressure at the cold end of the tube
as a function of time. There is an initial fairly rapid rise up to
a maximum amplitude reached at about 0.15 s, followed by a
decline to the steady-state regime which is essentially at-
tained at 0.4 s. In order to understand this nonmonotonic
behavior, we show in Fig. 18 the temperature at three posi-
tions in the prime-mover stack, the midpoint, and 1 mm
away from each end. We see here that the temperatures near
the two ends of the stack move in opposite directions, ap-
proaching each other so much so that the initial temperature
gradient of 6.67 K/mm prevailing along most of the stack is
reduced at steady state to only 4 K/mm~except for the
1-mm-long segments adjacent to the heat exchangers!. The
amplitude decrease of Fig. 17 clearly occurs as a conse-
quence of this trend. While the pressure reaches steady state
at about 0.4 s, the stack temperatures continue to slowly
adjust after this time but without a significant change in the
temperature gradient.

Turning now to the refrigerator section, we show in Fig.

19 the temperatures of the two heat exchangers and of the
stack midpoint, all as functions of time. The temperatures of
the cold and hot heat exchangers initially move in opposite
directions, as expected. However, after about 1.0 s, the tem-
perature of the cold heat exchanger starts increasing due to
viscous and thermal heating of the refrigerator stack and its
heat exchangers. For the refrigerator stack the temperature
changes much more slowly than for the prime-mover stack,
reaching its steady state only after 1.2 s. Figure 20 shows the
temperature difference between the two refrigerator section
heat exchangers as a function of time.

Figures 21 and 22 show the final mean temperature dis-
tributions for the refrigerator and prime-mover stacks and
connected heat exchangers. Significant temperature differ-
ences between the plates~solid lines! and the gas occur only
near the heat exchangers. For the refrigerator stack the gas
temperature is higher than the solid temperature over one
part of the heat exchanger and lower over another part, as
found before.

VII. CONCLUSIONS

The mathematical model of thermoacoustic prime mov-
ers and heat pumps presented in this paper derives from an
earlier formulation by the authors~Watanabeet al., 1997;
Yuanet al., 1997!. With respect to that model the present one
has been considerably improved in a key respect, namely the
modeling of momentum and energy exchanges between the
gas and the solid boundaries with which it is in contact. The
present model is more realistic~as it well approximates the
linear results of Rott’s theory for a significant number of
modes! and, as an added advantage, is more numerically ro-
bust. The previous formulation has been improved in another
significant respect, in that the temperature of the solid sur-
faces of the device is now calculated rather than prescribed.

The model described in this paper is quite flexible as
demonstrated by the examples that we have presented: a
prime mover, a combined prime mover/refrigerator system,
and a piston-driven refrigerator. We have been able to follow
in the time domain the evolution of these systems and, for

FIG. 20. Temperature difference between the two heat exchangers versus
time in the refrigerator unit of the thermoacoustic prime mover/refrigerator
combination of the previous figures.

FIG. 21. Mean steady-state temperature distributions in the refrigerator
stack and connected heat exchangers for the solid surfaces~solid line! and
the gas~dotted line! for the thermoacoustic prime mover/refrigerator com-
bination sketched in Fig. 16.

FIG. 22. Mean steady-state temperature distributions in the prime-mover
stack and connected heat exchangers for the solid surfaces~solid line! and
the gas~dotted line! for the thermoacoustic prime mover/refrigerator com-
bination sketched in Fig. 16.
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the first two, we have presented results that trace the evolu-
tion of the initial linear instability to the nonlinear regime,
and finally to steady state where the instability saturates to a
finite amplitude. This is a specifically nonlinear effect that
cannot possibly be captured by models based on a linear
approximation. We have also tested the model successfully
for the prime mover/refrigerator combination assuming peri-
odicity boundary conditions; we have not shown these re-
sults as, for the conditions tested, the system turned out to be
stable.

It is apparent from the formulation presented in Secs. I,
III, and IV, that the model includes several nonlinear mecha-
nisms. In the first place, it accounts for mode–mode cou-
pling. Even though in actual thermoacoustic engines the
resonator is built so as to detune the harmonics, at suffi-
ciently large amplitudes a coupling still exists and represents
a significant mechanism for energy loss. In a thermoacoustic
engine, typically it is only the fundamental mode that is un-
stable, while all higher modes are damped. Hence, energy
leaking out of the fundamental mode into higher ones is
dissipated; a weakly nonlinear analysis of this phenomenon
is presented in Karpov and Prosperetti~2000!. Similarly, in a
refrigerator the stack is badly positioned with respect to the
spatial distribution of pressure and velocity for modes other
than the fundamental, which leads to a loss of efficiency.
Secondly, the model does not contain any limitation on the
displacements of the fluid particles and, therefore, it dis-
penses with the standard assumption of linear theory in
which s dTw /dx!Tw . Third, although the models for the
cross-stream momentum and heat exchange are patterned af-
ter the linear form~justified by the fact that, typically, the
stack is many hydraulic diameters long!, we do retain the
dependence on the local temperature and pressure thus re-
covering, at least in part, the mechanism of thermal harmonic
wave generation described in Gusevet al. ~2001!.

Some streaming effects@and, in particular, the pressure
buildup in the direction of the tube ends, see Waxler~2001!#
are included due to the nonlinearities retained in the cross-
sectional averaged model, but others~specifically the Ray-
leigh streaming due to boundary layer effects! are not. In any
event, the role of streaming in thermoacoustic systems does
not seem to have been completely elucidated~see, e.g., Ol-
son and Swift, 1998; Gopinathet al., 1998; Gusevet al.,
2000; Baillietet al., 2001; Waxler, 2001!.

Absent from the model are transition/turbulence phe-
nomena in the stack and vortex shedding from geometric
discontinuities such as the ends of the stack and of the heat
exchangers. While the impact of the latter on momentum
transfer could possibly be accounted for by lumped resis-
tances in a finite-difference implementation, inclusion of the
former would require a modification of the exchange param-
etersD, H, andQ. Two-dimensional nonlinear simulations
suggest the presence of some transitional effects only at very
high drive ratios, in excess of 6%~Besnoin, 2001!. As for the
impact of vortex shedding on heat transfer, their significance
and role is still an open question.

While these and other mechanisms and other details of a
real thermoacoustic system may not be easily incorporated in
the present model, a great variety of design parameters can

be accounted for such as geometry~and in particular a non-
constant cross section!, physical properties, temperature con-
ditions, standing and traveling waves, and others. Thus we
believe that—at the very least—the present model can be
used in a relative sense to compare the effect of proposed
design modifications and to gain insight into the performance
of new systems.
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APPENDIX: MODELING OF HEAT EXCHANGE

Heat transfer between the solid structure and the fluid in
Eqs. ~3! and ~5! is modeled in a somewhat unconventional
manner which warrants some clarification~see also Wa-
tanabeet al., 1997!.

Application of cross-sectional averaging to the exact en-
ergy balance equation for the fluid gives (P/S) q"n, whereP
is the perimeter of the ‘‘wetted’’ area andq"n is the area-
averaged heat flux out of the gas. What we have done in Eq.
~3! is to set

P
S

q"n5rcp FH~Tw2T!2
dTw

dx
Q uG . ~A1!

The parametrization that we use is motivated by the results
of the linear theory for cross-stream energy exchange accord-
ing to which, in the frequency domain~Watanabeet al.,
1997!,

P
S

q"n5rcp

iv f K

12 f K
~Tw2T!2

1

12s

3S f v

12 f v
2

s f K

12 f K
D rcp

dTw

dx
u. ~A2!

Here, as before,T andu are the cross-section averaged fluid
temperature and velocity. The coefficient ofTw2T in the
first term is just a generalization of the standard heat transfer
coefficient. Indeed, if we consider the limit of steady flow, in
which v→ 0, using the asymptotic approximation off K

@Watanabeet al., 1997, Eq.~60!#

f K512
i l 2

2dK
2 1OS l

h D 4

, ~A3!

we find

q"n . 8
k

l
~Tw2T!, ~A4!

which coincides with the standard result for steady, fully
developed flow in a channel~see, e.g., Incropera and DeWitt,
1996, p. 430!. The complex,v-dependent form that appears
in ~A2! accounts for the phase relation that is crucial in an
oscillatory flow. The same parametrization of this term as for
the momentum transfer coefficient is justified by the similar-
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ity between the two transfer processes, which is also appar-
ent by the similar functional form of the two terms@cf. Eqs.
~13! and ~14!#.

Of greater interest is the second term in~A2! which does
not arise in conventional heat transfer, in which wall tem-
perature gradients are usually not accounted for explicitly.
The physics behind this term may be better understood if it is
noted that linearization of the energy equation~3!, use of the
equation of state~4!, and of the continuity equation~1! per-
mit us to write

rcpF ivT81~11Q! u
dTw

dx G2 ivp852HT8, ~A5!

where T8 5 T2Tw , p85p2P0 . This relation shows that
Q represents a correction to the convective transport term,
the origin of which lies in the nonuniformity of the velocity
distribution over the channel. Consider the enthalpy con-
vected by the fluid during a timedt across a cross section
located atx: the particles very near the wall will carry an
enthalpy close tocpTw(x), because they will have moved
very little due to the no-slip condition. However, particles
further way from the wall will come from further upstream,
where the temperature is significantly different fromTw(x).
Thus, the enthalpy convected by the average velocityu
should not becpTw(x), but should be modified: the factor
11Q has precisely the role to effect this modification. This
analysis is supported by the fact that, in the absence of vis-
cosity (s50) the velocity distribution is uniform and one
finds indeedQ50 because, then, all the fluid particles trans-
port the same enthalpy.

1Heat flow limitations in the heat exchangers can also affect the saturation
level quantitatively; the existence of the saturation phenomenon itself, how-
ever, is a nonlinear effect.

2It appears possible to modify this equation to account for possible heat flow
limitations of the heat exchangers~e.g., by adding a term mimicking, by
means of a heat transfer coefficient, the coupling with external thermal
reservoirs!, although we do not pursue this possibility here.

3In Yuan et al. ~1997! this definition was extended to the nonlinear domain
by replacing]/]t by the convective, or material, derivative. In later work
~Karpov and Prosperetti, 2000! it was shown, however, that the nonlinear
terms thus introduced have a very minor effect. For this reason, and in view
of the uncertainty in the proper nonlinear extension, they are neglected
here.

4The reader is reminded that the temperature and pressure variation of the
physical properties are included in the present model.

5It is seen from~14! that Q is a combination ofD and H. However, the
presence of the factoriv in these two quantities shows that the physical
effect accounted for byD andH is in phase with the particle displacement,
rather than the velocity, as the effect ofQ. For this reason, in the time
domain, it is not desirable to derive the expression ofQ from those ofD
andH, but to proceed directly as in~14!.

6Since Atchleyet al. do not report measurements of heat fluxes, it is not
possible to estimate the likely temperature drop between the central region
of the heat exchanger plates and the tube surface.
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Dynamics of two-dimensional composites of elastic
and viscoelastic layers
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Models of frequency response, acoustic transmission, and transient wave propagation are presented
for a two-dimensional composite of elastic and viscoelastic layers, simply supported at the two
boundaries. The three models adopt transfer matrices to relate state variables over the two faces of
a layer. In the frequency domain, a viscoelastic constitutive law is derived by nonlinear fitting a
Padéseries to measured data of complex shear modulus. For an elastic material, the eigenproblem
admits positive real eigenvalues and their negatives. For a viscoelastic material, it admits positive
complex eigenvalues and their negative conjugates. The imaginary part of the eigenvalue acts as a
velocity-dependent viscous damper. Modal analysis solving transient response utilizes the complex
eigenquantities and the static-dynamic superposition method. ©2002 Acoustical Society of
America. @DOI: 10.1121/1.1501907#

PACS numbers: 43.40.At, 43.20.Bi@ANN#

I. INTRODUCTION

The use of viscoelastic materials is common practice in
many applications. In structural elements, vibration and
noise reduction is achieved by coating metal panels with
viscoelastic polymers or in a constrained layer configuration.
Reducing acoustic radiation from an underwater structure is
accomplished by coating it with a thick compliant polymer
layer to reduce amplitude of transmitted vibrations. A recent
application concerns trauma on human body from low veloc-
ity impact of light nonpenetrating projectiles. The human
body consists of a light and stiff elastic bone structure sur-
rounded by a heavier compliant viscoelastic tissue, sealed by
skin, a stiffer viscoelastic lining. This layered composite re-
acts to sudden mechanical pressure triggering sensation by
superficial nerves in the skin. A continuum model of this
composite should include the viscoelastic properties of each
layer and not a homogenized approximation of these proper-
ties. Another application in medicine concerns acoustic to-
mography replacing x rays in noninvasive pathological
diagnosis.

The problem of linear stress wave propagation in lay-
ered elastic materials is well documented in the literature.1–9

When the material is viscoelastic, material memory must be
included in the model to reproduce delay in propagation and
attenuation caused by irreversible energy conversion to heat.
References 10–13 report experiments to measure properties
of viscoelastic materials using transient response informa-
tion. References 14–23 treat wave propagation in compos-
ites of elastic and viscoelastic layers adopting plate flexure,
one-dimensional and two-dimensional~2D! theories. Refer-
ence 24 adopts Laplace transform in time and Fourier trans-
form in space to solve for the wave propagation of a three-
layer sandwich composite of infinite extent in the plane of
the layers including the constitutive law of a linear viscoelas-
tic solid. Reference 25 presents a complete historical expose

of wave propagation in layered viscoelastic media adopting
transfer matrices. It explains the source of the numerical in-
stability from a large number of layers and high frequencies,
and the difficulty arising from complex frequencies and
wave numbers when viscoelasticity is considered.

One approximation to viscoelasticity is a frequency in-
dependent complex modulus valid in a narrow frequency
range. Speed of sound in the material relates to the real part
of the modulus while dissipation relates to its imaginary part.
This approximation fails when applied to transient waves
from impulse of short duration because complex modulus
varies substantially over the frequency spectrum of the ex-
citing pulse. Measuring phase velocity in a flier plate experi-
ment produces an equation of state applicable to discretiza-
tion methods like finite element and finite difference.

An alternative approach compatible to a modal analysis
is a frequency-dependent complex modulus within the spec-
trum of the transient excitation. Data of complex modulus
versus frequency are either measured directly in the fre-
quency domain, or indirectly by fixing frequency and chang-
ing temperature based on the thermodynamic temperature-
frequency equivalence in viscoelasticity.26 Recently the
Hamilton variational method was used for identification of
the viscoelastic parameters by direct ultrasonic measure-
ment.27 The most general constitutive law of linear viscoelas-
tic solids28 relates the sum of all temporal derivatives of
stress to those of strain. When applied to frequency response,
the constitutive relation reduces to a Pade´ series, which is the
ratio of two complex power series in frequency. A nonlinear
fit of the complex data produces the unknown coefficients in
the series.

A modal analysis including frequency-dependent com-
plex moduli yields a complex eigen-problem. The imaginary
part of each eigenvalue is equivalent to a viscous damping
coefficient factoring velocity in the ordinary differential
equation of the generalized coordinate associated with that
eigenvalue.

Two hybrid analytical-numerical models are developeda!Electronic mail: mertrident@earthlink.net
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treating the dynamics of a viscoelastic composite panel:

~a! frequency response to external mechanical excitation,
~b! transient response and wave propagation from me-

chanical shock.

To allow for thick viscoelastic layers and large differences in
properties among layers in the composite, a 2D linear elas-
todynamic analysis is utilized. The analysis includesx andz
dependencies wherex is along the surface of the panel andz
is across its thickness whiley extends from2` to 1`.

Frequency response of the composite is analyzed in Sec.
II adopting the methods in Ref. 29. Thex dependence is
expressed as a sum of trigonometric functions satisfying sim-
ply supported boundary conditions atx50 and l x , where
axial displacement and normal stress vanish. This reduces
the independent variables toz only. Transfer matrices re-
lating state vectorsSj (0) to Sj (hj ) at the two faces of the
jth layer zj50, hj and continuity ofSj (hj ) and Sj 11(0) at
interfaces of layers produces a system of tridiagonal block
matrices inSj (0).29 Transient response to an external pulse
is treated in Sec. III by modal analysis adopting the complex
eigenquantities determined in Sec. II. The static-dynamic
superposition method is applied to ensure accuracy of all
variables in the vicinity of the excitation footprint~see Ref.
29!. Finally, typical results from the models are discussed in
Sec. IV.

II. FREQUENCY RESPONSE

Consider a 2D composite panel ofNl linear elastic and
viscoelastic layers allowing no slip at the interfaces. Letx be
the coordinate along the layers with origin at one boundary
andzj a local coordinate across the thickness of thejth layer
with origin at an interface. All layers extend from2` to 1`
along y. Let (Ej ,n j ,r j ,hj ) be Young’s modulus, Poisson
ratio, mass density, and thickness of thejth layer, andl x the
length of the panel along x. The linear dynamic equilibrium
equations of a layer are

s i j , j5r
]2ui

]t2
; i , j [x,z,

s i j ⇒~sxx ,txz ,szz!, ~1!

ui5~u,w!,

wheres i j is stress tensor,ui is displacement along theith
coordinate,t is time, and ( ), j is derivative with respect to the
jth coordinate. In 2D, the third equilibrium equation is ex-
cluded sincev and]/]y vanish.

For a linear elastic solid, the constitutive and strain-
displacement relations are

s i j 5l D d i j 12m « i j ,

D5« i i 5¹•u, i , j [x,z, ~2!

« i j 5
1
2~ui , j1uj ,i !,

whereu is displacement vector,D is volumetric strain,~l,m!
are Lame´ constants, andd i j is the Kronecker delta. Substi-

tuting Eq.~2! in Eq. ~1! yields Navier’s equations of elasto-
dynamics:

m“

2u1~l1m!“~“"u!5r
]2u

]t2
. ~3a!

For harmonic motions in time with radian frequencyv and
simply supported boundaries as defined in the following

w~x,z;t ![sxx~x,z;t ![0 at x50,l x . ~3b!

Noting that Eq.~3! has constant coefficients allows separa-
tion of variables yielding the following expansion in (u,w):

u~x,z;t !52 (
m51

M

um~z! cos~kmx! eivt, i 5A21,

w~x,z;t !51 (
m51

M

wm~z! sin~kmx! eivt, km5mp/ l x , ~4!

um~z!5Bm ebz, wm~z!5Dm ebz.

Substituting Eq.~4! in Eq. ~3! produces the homogeneous
equations

F2~2e1km
2 1e2b21rv2! e3kmb

e3kmb ~2e2km
2 1e1b21rv2!G

3H Bm

DmJ 50. ~5!

A nontrivial solution to Eq.~5! yields the dispersion relation

2~2e1 km
2 1e2 b21r v2!~2e2 km

2 1e1 b21r v2!

2~e3kmb!250, ~6!

e15l12m, e25m, e35l1m,

which is quadratic inb2 and depends onkm ,v and material
properties (l,m,r). Consequently,

um~z!5(
j 51

4

Bm j ebm jz, wm~z!5(
j 51

4

Dm je
bm jz. ~7!

Equation~5! also relatesBm j to Dm j ,

Bm j5
e3kmbm j

2e1
2km

2 1e2bm j
2 1rv2

Dm j . ~8!

Following Eq.~4!, the expressions for stress are

sxx~x,z;t !5 (
m51

M

sxxm~z! sin~kmx!eivt,

szz~x,z;t !5 (
m51

M

szzm~z! sin~kmx!eivt, ~9!

txz~x,z;t !5 (
m51

M

txzm~z! cos~kmx!eivt.

Substituting Eqs.~4! and ~9! in Eq. ~2! yields
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sxxm~z!5(
j 51

4

@~l12m!Bm jkm1lDm jbm j# ebm jz,

szzm~z!5(
j 51

4

@~l12m!Dm jbm j1lBm jkm# ebm jz, ~10!

txzm~z!5(
j 51

4

m~2Bm jbm j1Dm jkm! ebm jz.

Define the state vector at an interface of two layers as

S~x,z!5$f,g%T5$sxx ,txz ; u,w%

5 (
m51

M

Xm~x!•Sm~z!, ~11!

Xm~x!5diag@sin~kmx!,cos~kmx!,cos~kmx!,sin~kmx!#.

Substituting Eqs.~7! and ~10! in Eq. ~11! and eliminating
Bm j using Eq.~8! gives

Sm~z!5B̄m~z!Dm ,
~12!

Dm5$Dm1 ,Dm2 ,Dm3 ,Dm4%
T.

Evaluating Eq.~12! at z50 andh for a layer then eliminat-
ing Dm produces the modal transfer matrix of a layer alongz

Sm~h!5Tm"Sm~0!,

Tm5B̄m~h!"B̄m
21~0![F t11 t12

t21 t22G
m

, ~13!

Dm5B̄m
21~0!"Sm~0!.

Let Fo(x) be the vector of external traction on face 1 and
faceNl11 of the composite

Fo~x!5$Fo1~x!,F2~x!,...,FoN11~x!%T,

Fo j~x!50, 2< j <N,

Fo1~x!5fo1q1~x!, ~14!

FoN11~x!5foN11qN11~x!,

fo j5$szzo,0,0,0% j
T .

Enforcing the external tractions on the two end faces and
continuity of Sm at interfaces of layers produces a global
transfer matrixTGm operating onSGm, the ensemble ofSm j

at each interface and end faces

(
m51

M

XGm~x!"TGm•SGm5Fo~x!, ~15!

where

TGm5

l

2I 0

t11
1 t12

1 2I 0

t21
1 t22

1 0 2I

t11
2 t12

2 2I 0

t21
2 t22

2 0 2I

. .

. . t11
N t12

N 2I 0

t21
N t22

N 0 2I

2I 0

m
.

I is a 232 unit matrix andXGm is a 4(Nl11)34(Nl11)
diagonal matrix made ofNl11 identicalXm(x) submatrices
in Eq. ~11!, and t i j

k . Enforcing the orthogonality ofXm(x)
yieldsM uncoupled tridiagonal block matrices for each wave
numberm,

TGm"SGm5Pom ; m51,M ,
~16!

Pom5
2

l x
E

0

l x
XGm~x!"Fo~x! dx.

The above-given derivation is valid whenfo j

5$szzo,0,0,0% j
T in Eq. ~14!. However if fo j

5$szzo,txzo,0,0% j
T , the set in Eq.~4! is augmented by one

term:

uM11~x,z!52ūM11~z!,
~17!

wM11~x,z!50

to account for external forces alongx on the boundaries. This
situation arises when the exciting force is oblique rather than
normal to the boundary. In this case, the pressure is decom-
posed into a normal and a shear component. The static and
dynamicTM11 are derived in Appendix A. The static solu-
tion is needed in the static-dynamic superposition method
adopted in solving the transient response problem presented
in Sec. III.

For a linear viscoelastic material, Ref. 14 derives a con-
stitutive law in the form

(
j 50

Ns

aj

] js

]t j
5 (

k50

N«

bk

]k«

]tk
, ~18a!

where (s,«) are normal or deviatoric stress and strain and
(aj ,bk) are complex constant coefficients. For periodic mo-
tions in time with radian frequencyv, Eq. ~18a! reduces to a
Padéseries:

s5Ve~Ns ,N« ;v!«,
~18b!

Ve~Ns ,N« ;v!5
(k50

N« bk~ iv!k

( j 50
Ns aj~ iv! j

.

In Eq. ~18b! (aj ,bk) are determined by a nonlinear fit to
experimental data of complex shear and bulk moduli
(Gc ,Bc) in a wide frequency range. In this work, Poisson
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ratio is assumed independent of frequency thus relatingGc to
Bc by a constant function of Poisson ration. Formulation and
an example of the nonlinear fit are given in Appendix B.

III. TRANSIENT RESPONSE

Transient response of the composite panel to an external
pulse is determined by a modal expansion and the static-
dynamic superposition method.15 For each wave numberm,
complex eigenvalues and eigenfunctions of the stack
$v,wm(z)% j are determined from the homogeneous set in
Eq. ~16!,

SGm5$wm j~z!%, ~19a!

TGm"wm50 ⇒ det@TGm#50, ~19b!

wm5$wm1 ,wm2 , . . .wn j , . . . ,wmnz
%T.

Express total displacementu(x,z;t) as a superposition of
two terms,

u~x,z;t !5us~x,z! f p~ t !1ud~x,z;t !, ~20!

whereus(x,z) is static displacement vector from a unit pres-
sure acting over the footprint of the forcing pulsef p(t), and
ud(x,z;t) is dynamic displacement vector satisfying the ho-
mogeneous dynamic equation of motion~1!. us(x,z) satisfies
the equation of motion~1! when time derivative vanishes as
derived in Appendix C. Expressud(x,z;t) in the eigenfunc-
tions Fj (x,z),

ud~x,z;t !5(
j

aj~ t !Fj~x,z!,

~21!

Fj~x,z!5(
m

XGm~x!wm j~z!,

whereaj (t) is a generalized coordinate. Substituting Eq.~21!
in the dynamic equations of motion and enforcing orthogo-
nality of Fj (x,z) yields uncoupled equations inaj (t).

For an undamped composite of elastic layers with con-
stitutive law given by Eq.~2!, eigenvalues and resonant fre-
quencies are synonymous. In this case, ifv j is an eigenvalue
then 2v j is also an eigenvalue. Consequently the equation
governingaj (t) is

S d

dt
2 iv j D S d

dt
1 iv j Daj~ t !5 f̄ j~ t !,

f̄ j~ t !5Na j f p~ t !/Nj ,
~22!

Na j5E
0

l x

(
n51

Nl E
0

hn
us~x,zn!"Fj~x,zn! dzndx,

Nj5E
0

l x

(
n51

Nl E
0

hn
Fj~x,zn!"Fj~x,zn! dzndx.

Equation~22! admits a solution in the form

aj~ t !52
1

v j
E

0

t

sin v j~ t2t! f̄ j~t! dt. ~23!

For a damped composite panel that includes elastic and
viscoelastic layers with complex constitutive law given by

Eq. ~18b!, the eigenvaluesv j and eigenfunctionsFj (x,z) are
both complex,

v j5vR j1 iv I j ,
~24!

Nj5E
0

l x

(
n51

Nl E
0

hn
Fj~x,zn!"Fj* ~x,zn! dzndx,

whereF j* (x,zn) is the complex conjugate of the eigenfunc-
tion. Unlike the purely elastic case where6v j are two ad-
missible eigenvalues for each eigenfunction, in the viscoelas-
tic case1v j and 2v j* ~not 2v j ) are the two admissible
eigenvalues where~ !* stands for complex conjugate. This
means thatv1 j5vR j1 iv I j andv2 j52vR j1 iv I j . The rea-
sonv I retains the same sign for both solutions is thatv I is a
measure of damping which reduces amplitude whether real
frequency is1vR j or 2vR j . Consequently the equation
governingaj (t) becomes

S d

dt
2 iv j D S d

dt
1 iv j* Daj~ t !5 f̄ j~ t !

⇒F d2

dt2
1 i ~v j* 2v j !

d

dt
1v jv j* Gaj~ t !5 f̄ j~ t !. ~25a!

Noting that i (v j* 2v j )52v I j and v jv j* 5vR
21v I

2, Eq.
~28a! simplifies to

F d2

dt2
12v I j

d

dt
1vR j

2 1v I j
2 Gaj~ t !5 f j̄~ t !. ~25b!

Clearly, v I j acts as a velocity proportional viscous damper.
Rewriting Eq.~25b! in standard form:

F d2

dt2
12z j v̄ j

d

dt
1v̄ j

2Gaj~ t !5 f̄ j~ t !,

~26!

z j5
v I j

v̄ j

, v̄ j5AvR j
2 1v I j

2 ,

yields a solution in terms of aDuhamelintegral:

aj~ t !52
1

v̂ j
E

0

t

e2z j v̄ j (t2t)sin v̂ j~ t2t! f̄ j~t! dt, ~27!

wherev̂ j5v̄ jA12z j
2.

For frequency response, substitutingeivt in Eq. ~29!
with f p(t)51 yieldsaj ,

aj5
f̄ j

@v̄ j
22v212i z j v̄ jv#

. ~28!

The real part of the damped resonant frequency follows from
Eq. ~28!,

v r j 5v̄ j~12z j
2!1/2. ~29!

From the definitions in Eq.~26!

v r j .vR j~11z j
2!1/2~12z j

2!1/2

5vR j~12z j
4!1/2.vR j~12z j

4/2!. ~30!
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Equation~30! reveals that the resonant frequency of a vis-
coelastic material below critical damping (h j,1) is ap-
proximately that of an equivalent elastic material with the
sameGR . In this case, resonant frequency differs from ei-
genvalue. The result in Eq.~30! also suggests that when it-
erating to determine complex eigenvalues a good initial
guess forv j is

v j.vR j~11 i z j !, ~31!

wherevR j is the resonant frequency of the elastic material
with the sameGR(v r j ) but with GI50.

IV. RESULTS

Consider a three layer composite panel made of a 0.5-
in.-thick viscoelastic core layer, confined symmetrically by
two 0.1-in.-thick metal skin layers. For transient response
prior to reflections from the boundaries, only a short 5-in.
segment of panel is needed. Material properties of the skin
layers and viscoelastic core are

Es56.89531011 dyn/cm2, rs52.67 g/cm3, ns50.25,
~32!

Ecr51.3831011 dyn/cm2, rc51.28 g/cm3, nc50.48,

whereE, r, n are Young’s modulus, mass density and Pois-
son ratio, and the subscripts andc stand for skin and core
materials, respectively. The skin material is assumed linear
elastic, while the core material is assumed linear viscoelastic
following the linear viscoelastic solid constitutive law. In the
frequency domain, it has the form

~11 ivt«!s5Ecr~11 ivts!«⇒Gre5EcrS 11v2ts
2

11v2t«
2D 1/2

,

~33!

h5
v~ts2t«!

A~11v2ts
2 !~11v2t«

2!
,

where (s,«) are stress and strain,v is radian frequency,
(t« ,ts) are creep and relaxation time constants, andEcr is
rubbery modulus. For the core material assumets51025 s
andt«5531027 s.

Figure 1 plots the panel’s modal spectrum of circular
eigenfrequencyV versus wave numberl/p alongx, and for

the first eight axial wave numberskz as parameter. Note that
the almost horizontal portions of the modal lines correspond
to shear modes consistent with the geometry of the compos-
ite with a thick core. Figure 2 plots the core’s viscoelastic
properties log10uGreu andh vs log10(V). Transition occurs at
VT51/(2pAtst«)570 kHz and the ratio of glassy to rub-
bery moduli isEcg /Ecr[ts /t«520.

With the properties defined in Eqs.~32! and ~33!, fre-
quency response of the panel was computed for a periodic
excitation from a uniform pressure over a 1.27 cm footprint
centrally located on the panel. Figure 3 plots log10uwu vs V
for the damped and undamped configurations. The undamped

FIG. 1. Modal spectrum of composite.

FIG. 2. Viscoelastic properties of core in the frequency domain~a!
log10uGreu, ~b! h5Gim /Gre .

FIG. 3. Frequency response of damped and undamped composite:~—!
damped;~---! undamped.
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frequency response shown as a dashed line exhibits sharp
peaks and valleys at the resonances and antiresonances of the
panel. The damped frequency response line shown as a solid
line follows closely the undamped line remote from reso-
nances and antiresonances. At these states, the frequencies of
the two cases coincide as predicted by Eq.~30!, while peaks
and valleys of the damped case are reduced substantially by
viscoelasticity of the core. Although the peak at the funda-
mental is not affected by damping, subsequent peaks become
shallower as frequency increases. Transient response to a
pulse of short duration assumes a uniformly distributed pres-
sure over a 1.27 cm footprint centrally located on the panel.
The time dependence of the pressure pulse is shown in Fig.
4. This pulse is produced by a 20 m/s impact on the panel of

a plastic cylindrical projectile 1.27 cm in diameter and 2.54
cm long. The modal expansion includes 22 modes alongx
(1<m<22), and 8 modes alongz for eachm. Figure 5 plots
axial displacementw of the undamped and damped cases on
top of layers 1 and 3 at three sensors alongx from center of
impact:xsns50, 0.635 cm, and 1.27 cm. Note thatw of the
damped case is only 15% lower than that of the undamped
case. Also for the damped case, response lines at the three
sensors are closer to each other than in the undamped case.
This implies that the damped response mode has smaller
curvature. Figure 6 plots flexural stresssxx on top of each
layer. For the damped case,sxx is almost 1/3 that of the
undamped case at all sensors consistent with the reduced
curvature observed in Fig. 5. Since viscoelastic damping in
the core increases with frequency~see Fig. 3!, it reduces the
contribution of high frequency modes with larger curvature.
This can be demonstrated by snapshots of the deformed
panel at fixed times during response. Figure 7 illustrates the
deformed shapes for both undamped and damped cases at
t58, 16, and 25ms. A comparison of snapshots for the two
cases reveals once more a smootherw distribution in the
damped case than in the undamped, and the disappearance of
the hump at the wave front where curvature vanishes.

Dissipation from damping is sensitive to the relative po-
sition of modal frequency and transition frequency of the
viscoelastic material where loss factorh reaches its maxi-
mum. A shift of log10uGreu andh to lower or higher frequen-
cies may reduce dissipation as properties approach the glassy
or rubbery states whereh is reduced. In fact assumingts

FIG. 4. Forcing pulse.

FIG. 5. Transient histories ofw for undamped and damped composite:~a!, ~b! undamped;~c!, ~d! damped.
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51024 s andt«5531026 s yields response histories com-
mensurate to the undamped case.

V. CONCLUSION

The dynamics of 2D composites of elastic and viscoelas-
tic layers was analyzed adopting transfer matrices relating
displacement and traction at interfaces of layers. Viscoelas-
ticity of the material was included as a frequency dependent
complex modulus. Noteworthy results are the following.

~1! The Pade´ series is an accurate model of the consti-
tutive law of typical linear viscoelastic materials in a wide
frequency range.

~2! Viscoelasticity of the material does not shift resonant
frequencies. It only reduces sharp peaks and valleys at high
frequency resonances and antiresonances.

~3! When adopting modal analysis to model a viscoelas-
tic continuum, damping yields complex eigenquantities fol-
lowing the complex nature of the material properties. The
imaginary part of each eigenvalue acts as a viscous damping
coefficient multiplying the rate-dependent term in the ordi-
nary differential equation for generalized coordinate. In this
way each modal equation is equivalent to a damped one
degree of freedom oscillator. Contrary to its classical model
where damped resonance is shifted from the undamped one,
in viscoelasticity the inertia term also changes in a way that
damped and undamped resonances coincide.

~4! Although damping has a small effect on displace-
ment, its effect on flexural stress is large as viscoelasticity
diminishes the contribution of constituent modes with large
curvature.

~5! Damping produced by a viscoelastic core reduces

FIG. 6. Transient histories ofsxx for undamped and damped composite:~a!–~c! undamped;~d!–~f! damped.
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flexural stress substantially, while displacement is not af-
fected.

APPENDIX A: STATIC AND DYNAMIC RESPONSE
OF SHEAR MODE

Consider a composite ofNl layers of linear elastic ma-
terial bonded rigidly at the interface. Let (E,n,r,h) be
Young’s modulus, Poisson ratio, mass density, and thickness
of layer. Shear tractions (to1 ,to2) are applied to faces 1 and
Nl11 ~see Fig. 1!. For static response, the equilibrium equa-
tion of the jth layer in the displacementuj (x,zj ) is

]2uj

]zj
2

50, ~A1!

wherezj is coordinate across the thickness of thejth layer.
Equation~A1! admits a solution foruj (x,zj ),

uj~zj !5C1 j1C2 j zj , ~A2!

and shear stress

txz j5Gj

]uj

]zj
[GjC2 j[const. ~A3!

Enforcing the traction condition over face 1 on Eq.~A3!
yields

GjC2 j5to1⇒C2 j5to1 /Gj . ~A4!

Substitutingzj50 in Eq. ~A2! andC2 j from Eq. ~A4! deter-
minesuj (zj ),

uj~zj !5uj~0!1
to1

Gj
zj , 0<zj<hj . ~A5!

Continuity of uj (zj ) at the~j11!th interface requires

uj~hj !5uj 11~0!. ~A6a!

Substituting Eq.~A6a! in Eq. ~A5! and evaluating atzj

5hj ,

uj 11~0!5uj~0!1
to1

Gj
hj . ~A6b!

Expressinguj (0) in terms ofu1(0) by applying the differ-
ence relation~A6b! for all j yields

uj 11~0!5u1~0!1to1(
k51

j
hk

Gk
, ~A7!

whereu1(0) is still undetermined. To findu1(0), consider
the frequency response of the composite forced by (to1 ,to2)
whereto152to2 for global equilibrium. Since net external
traction on the composite is zero, so is net momentum, i.e.,

(
j 51

Nl

mjujcg50, ~A8a!

where (mj ,ujcg) are mass and velocity of center of mass of
the jth layer. In the limit when frequency approaches zero,
Eq. ~A8a! reduces to

(
j 51

Nl

mjujcg50. ~A8b!

Sinceuj (zj ) varies linearly withzj @see Eq.~A2!#, ujcg sim-
plifies to

ujcg5 1
2~uj~0!1uj~hj !!5 1

2~uj~0!1uj 11~0!!. ~A9!

Substituting Eq.~A9! in Eq. ~A8b! produces

(
j 51

Nl21
1

2
r jhj~uj~0!1uj 11~0!!1

1

2
rNl

hNl
~uNl

~0!

1uNl11~0!!50. ~A10!

Applying Eq. ~A7! for each j .1 then substituting in Eq.
~A10! determinesu1(0),

u1~0!52
to1

2Mo
(
j 51

Nl

r jhjF (
k51

j
hk

Gk
G , Mo5(

j 51

Nl

r jhj . ~A11!

All other uj (0), j 52,Nl follow from Eq. ~A7! and uj (zj )
from Eq. ~A5!.

For frequency response, the dynamic equilibrium equa-
tion of the jth layer in terms ofuj (x,zj ) is

]2uj

]zj
2

1
v2

cs j
2

uj50, 0<zj<hj , ~A12!

wherecs j5AGj /r j is speed of shear waves. Equation~A12!
is independent ofx and admits a solution

uj~zj !5C1 je
b j zj1C2 je

2b j zj ,
~A13!

b j5 ik j5 iv/cs j ,

with shear stress

txz j~zj !5Gjb j~C1 je
b j zj2C2 je

2b j zj !. ~A14!

Combining Eqs.~A13! and ~A14! expresses the state vector
Sj5$txz j ,uj%

T in terms of constant coefficientsCj

5$C1 j ,C2 j%
T,

Sj~zj !5Bj~zj !"Cj ,
~A15!

Bj~zj !5FGbebz 2Gbe2bz

ebz e2bz G
j

.

FIG. 7. Time snapshots of undamped and damped composite:~a!–~c! un-
damped,~d!–~f! damped.
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Evaluating Eq.~A15! at zj50 , hj then eliminatingCj pro-
duces the transfer matrix

Sj~hj !5T j "Sj~0!,
~A16!

T j5Bj~hj !"Bj
21~0!

5F coskh 2kGsin kh

sin kh

kG
coskh G

j

,

where kj is defined in Eq.~A13!. To solve for the global
SG5$S1 ,S2 ,...,SNl11%

T follow the same steps adopted for
other modes as derived in the text.

APPENDIX B: NONLINEAR FIT TO COMPLEX
MODULUS DATA BY PADÉ SERIES

Consider the general constitutive law for a linear vis-
coelastic material given by Eq.~18a!,

(
j 50

Ns

aj

] js

]t j
5 (

k50

N«

bk

]k«

]tk
. ~B1!

For a sinusoidal time dependence, Eq.~B1! assumes the form
of a Padéseries

s5Ve~Ns ,N« ;v!«,
~B2!

Ve~Ns ,N« ;v!5
(k50

N« bk~ iv!k

( j 50
Ns aj~ iv! j

5Gre1 iG im ,

where (Gre,Gim) are two real functions ofv. Define the set
(xn ,yn)un51

2M as

~xn ,yn!un51
n5M5~vn ,Gre,n!un51

M ,
~B3!

~xn ,yn!un5M11
n52M 5~vn ,Gim,n!un51

M ,

where (vn ,Gre,n)un51
M and (vn ,Gim,n)un51

M are the two sets
of M experimental data point diads defining (Gre,Gim). Fit-
ting the sets~B3! with thePadéseries~B2! requires express-
ing (Gre,Gim) in terms of (ts ,xs), (t« ,x«) the real and
imaginary parts of the complex parametersbk andaj in Eq.
~B2! wherebk5(ts1 ixs)k andaj5(t«1 ix«) j ,

Gre5G1 /G2 , Gim5G3 /G2 ,

G15~des1eos!~dee1eoe!1~dos2ees!~doe2eee!,

G25~dee1eoe!
21~doe2eee!

2,

G35~des1eos!~doe2eee!2~dee1eoe!~dos2ees!,
~B14!

dos5 (
k51

Ns/2

~21!kv2k21ts,2k21 ,

des5ts,01 (
k51

Ns/2

~21!kv2kts,2k ,

doe5 (
k51

N«/2

~21!kv2k21t«,2k21 ,

dee5 (
k51

N«/2

~21!kv2kt«,2k .

Expressions for (eos ,ees,eoe ,eee) are obtained by replacing
(ts ,t«) by (xs ,x«) in (dos ,des,doe ,dee). The nonlinear fit
also requires analytical expressions of partial derivatives of
(Gre,Gim) with respect to the parameters (ts ,xs)k and
(t« ,x«) j . For Gre these are

]Gre

]ts,2k21
5~21!kv2k21~doe2eee!/G2 ,

]Gre

]xs,2k21
5~21!kv2k21~dee1eoe!/G2 ,

]Gre

]ts,2k
5~21!kv2k~dee1eoe!/G2 ,

]Gre

]xs,2k
52~21!kv2k~doe2eee!/G2 ,

~B5!
]Gre

]t«,2j 21
5~21! jv2 j 21~dos2ees22~doe2eee!G1 /G2!/G2 ,

]Gre

]x«,2j 21
5~21! jv2 j 21

3~des1eos22~dee1eoe!G1 /G2!/G2 ,

]Gre

]t«,2j
5~21! jv2 j~des1eos22~dee1eoe!G1 /G2!/G2 ,

]Gre

]x«,2j
52~21! jv2 j~dos2ees22~doe2eee!G1 /G2!/G2 ,

and similar expressions for the derivatives ofGim .
The gradient method30 minimizes the merit function

m2~a!5 (
n51

M Fyn2y~xn ;a!

sn
G2

, ~B6!

where (xn ,yn)un51
2M are data points to be fitted by

the nonlinear function y(x;a)[Ve(Ns ,N« ;v), a
5$ts,k ,t«, j ,xs,k ,x«, j%

T is the vector of unknown param-
eters andsm is standard deviation. Expandm2 in Taylor
series neara5ao ,

m2~a!'m2~ao!1(
k

]m2

]aok
aok1

1

2 (
k,l

]2m2

]aok]aol
aokaol ,

~B7!

where

]m2

]aok
[22bk522(

n51

2M
@yn2y~xn ;ao!#

sn
2

]y~xn ;ao!

]aok
,

~B8!
]2m2

]aok]aol
[2akl'2(

n51

2M
1

sn
2

]y~xn ;a!

]aok

]y~xn ;ao!

]aol
.

In the second relation of Eq.~B8! @]2y(xn ;ao#/]aok]aol is
neglected. A minimum ofm2 is reached when¹m250 which
when applied to Eq.~B7! produces the matrix equation for
successive incrementsda5a2ao ,
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(
l 51

L

akldal5bk, k51,L, L52~Ns1N«!. ~B9!

Marquardt’s method combines the above-described gradient
method with the method of steepest descent to accelerate
convergence of the iterative process. It replaces the diagonal
termsa j j in Eq. ~B9! by a j j (11l) wherel is positive defi-
nite. l starts with a value less than order unity then through-
out the iterations, increases or decreases by a factor of 10
say, depending on the relative magnitude of consecutive it-
erates ofm2.

Figure 8 plots experimental data for a typical polymer
shown as hollow circles and thePadéseries fit shown as a
solid line of log10uGreu in MPa andh5Gim /Gre. The fre-
quency range spanning eight decades was fitted by four dif-
ferent series each encompassing two decades. The fitted se-
ries included terms upv4. The data and fit are almost
indistinguishable.

APPENDIX C: STATIC RESPONSE

Setting ]2u/]t250 in Eq. ~3! of the text yields the
elasto-static equations

m¹2u1~l1m!“~“"u!50 ~C1a!

with constitutive relations

s i j 5l D d i j 12m « i j . ~C1b!

For plain strain,«yy50 reducing Eq.~C1a! to the uncoupled
biharmonic set

~l12m!m ¹4~u,w!50, ¹4[S ]2

]x2
1

]2

]z2D 2

. ~C2!

For plane stress,

syy50⇒«yy52
l

~l12m!
~«xx1«zz!

simplifying the constitutive relations~C1b! to

H sxx

szz

txz
J 5

E

~12n2! F ]x n]z

n]x ]z

12n

2
]z

12n

2
]x
G H u

wJ ~C3a!

and the same uncoupled biharmonic set

~12n!

2
¹4~u,w!50. ~C3b!

For simply supported boundaries, the solution of Eq.~C2! or
Eq. ~C3b! assumes the form (u,w)}eikmxebmz which when
substituted into Eq.~C3b! yields the characteristic equation

~b jm
2 2km

2 !250 ~C4a!

and corresponding solution

u52 (
m51

M

cos~kmx!~B1mekmz1B2me2kmz

1B3mkmz ekmz1B4mkmz ekmz!,
~C4b!

w5 (
m51

M

sin~kmx!~D1mekmz1D2me2kmz1D3mkmz ekmz

1D4mkmz ekmz!.

Substitute Eq.~C4b! in either Eq.~C1b! or Eq.~C3a! then in
the first equation of Eq.~1! and equate coefficients of each
function of z to yield

D1m52B1m1 n̂B3m , D3m52B3m ,

D2m5 B2m1 n̂B4m , D4m5B4m , ~C5c!

n̂5
~32n!

~11n!
~plane stress!, n̂5324n ~plane strain!.

Expressions for stress follow by substituting the solution
~C4b! in Eq. ~C1b!.

Define the state vectorSl of stress and displacement at
the interface of thelth layer

Sl~x,z![@Cl ,Fl #C5$szz,txz ; u,w% l
T . ~C6!

F,C are matrices of the functions in displacement~C4a! or
~C5b! and corresponding stress, andC5$Cjm%. Continuity
of Sl(x,z) at the interface of layers ‘‘l ’’ and ‘‘ l 11’’ requires

Sl~x,h!2Sl 11~x,0!50, 1< l<Nl21, ~C7!

where h is layer thickness. Traction conditions at the free
faces take the form

FIG. 8. Nonlinear fit to experimental data by Pade´ series~a! log10uGreu, ~b!
h5Gim /Gre, ~—! nonlinear fit,~s! experimental data.
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C1~x,0! C15$szzo,0%T,
~C8!

CNl
~x,0! CNl

5$0,0%T.

Thex dependence in Eq.~C7! is eliminated by orthogonality
of the trigonometric functions. This determines a set of tridi-
agonal block matrices in the form

3
A10

A1h 2A20

B1h 2B20

A2h 2A30

• • •

A(Nl21)h 2ANl0

B(Nl21)h 2BNl0

ANlh

4 ¦
C1

C2

C3

•

•

•

CNl21

CNl

§

5

¦

Fo

0

0

•

•

•

0

0

§
, ~C9!

where

Fo5$ f o j%, f o j5H 2szzousin~kmx!&, j 51,2M

0, j 52M11,4M

andA lz ,Blz are (2M34M ) matrices constructed by combin-
ing all (Cl ,Fl) matrices in Eqs.~C7! and ~C8!.

1W. Thomson, ‘‘Transmission of elastic waves through a stratified solid
medium,’’ J. Appl. Phys.21, 89–93~1950!.

2N. Haskell, ‘‘Dispersion of surface waves on multilayered media,’’ Bull.
Seismol. Soc. Am.43, 17–34~1953!.

3F. Schwab and L. Knopoff, ‘‘Surface waves on multilayered anelastic
media,’’ Bull. Seismol. Soc. Am.61, 893–912~1971!.

4J. Dunkin, ‘‘Computation of modal solutions in layered elastic media at
high frequencies,’’ Bull. Seismol. Soc. Am.55, 335–358~1965!.

5R. Scott, ‘‘Wave propagation in a layered elastic plate,’’ Int. J. Solids
Struct.8, 833–845~1972!.

6D. Viano and J Miklowitz, ‘‘Transient wave propagation in a symmetri-
cally layered elastic plate,’’ ASME J. Appl. Mech.41, 684–690~1974!.

7T. Ting, ‘‘Dynamic response of composites,’’ Appl. Mech. Rev.433,
1629–1635~1980!.

8P. Xu and A. Mal, ‘‘Calculation of the inplane Green’s function for a
layered viscoelastic solid,’’ Bull. Seismol. Soc. Am.77, 1821–1837
~1987!.

9A. Mal, ‘‘Wave propagation in layered composite laminates under periodic
surface loads,’’ Wave Motion10, 257–266~1988!.

10I. Lin and J. Sackman, ‘‘Identification of the dynamic properties of non-
linear viscoelastic materials and the associated wave propagation prob-
lem,’’ Int. J. Solids Struct.11, 1145–1159~1975!.

11P. Theocaris and N. Papadopoulos, ‘‘Propagation of stress waves in vis-
coelastic media,’’ Polymer19, 215–219~1978!.

12J. Lallemand, ‘‘Exact method for the study of viscoelastic material propa-
gation characteristics,’’ Mech. Res. Commun.8, 213–222~1981!.

13Y. Sogabe and M. Tsuzuli, ‘‘Identification of the dynamic properties of
linear viscoelastic materials by wave propagation testing,’’ Bull. Jpn Soc.
Mech. Eng.29, 2410–2417~1986!.

14C. Chen and R. Clifton, ‘‘Asymptotic solutions for wave propagation in
elastic and viscoelastic bilaminates,’’ Brown University, Div. of Eng.
Technical Report No. MRLE-89, 1974.

15T. Ting and I. Mukonoki, ‘‘A theory of viscoelastic analogy for wave
propagation normal to the layering of a layered medium,’’ ASME J. Appl.
Mech.46, 329–336~1979!.

16I. Mukuonoki and T. Ting, ‘‘Transient wave propagation normal to the
layering of a finite layered medium,’’ Int. J. Solids Struct.16, 239–251
~1980!.

17M. Birlik and Y. Mengi, ‘‘Transient wave propagation in a viscoelastic
layered composite—an approximate theory,’’ J. Sound Vib.113, 141–153
~1975!.

18M. Kim and Y. Hwang, ‘‘An analysis of wave dispersion in coarsely
laminated symmetric composite plates,’’ J. Acoust. Soc. Am.100, 1981–
1991 ~1996!.

19K. Schuler, J. Nunziato, and E. Walsh, ‘‘Recent results in nonlinear vis-
coelastic wave propagation,’’ Int. J. Solids Struct.9, 1237–1281~1973!.

20V. Karnaukhov, ‘‘An approximate method for solving problems of wave
propagation in viscoelastic materials,’’ Prikl. Mekh.8, 91–96~1972!.

21G. Warhola and A. Pipkin, ‘‘Shock structure in viscoelastic materials,’’
IMA J. Appl. Math. 41, 47–66~1988!.

22H. Hazanov, ‘‘On shock waves in materials with memory,’’ Wave Motion
25, 73–81~1997!.

23D. Levesque and L. Piche, ‘‘A robust matrix formulation for the ultrasonic
response of multilayered absorbing media,’’ J. Acoust. Soc. Am.92, 452–
467 ~1992!.

24D. Nkemzi and W. Green, ‘‘Transient wave propagation in a viscoelastic
sandwich plate,’’ Acta Mech.102, 167–182~1994!.

25M. Lowe, ‘‘Matrix techniques for modeling ultrasonic waves in multilay-
ered media,’’ IEEE Trans. Ultrason. Ferroelectr. Freq. Control42, 525–
542 ~1995!.

26J. C. Piquette, ‘‘Determination of the complex dynamic bulk modulus of
elastomers by inverse scattering,’’ J. Acoust. Soc. Am.77, 1665–1673
~1985!.

27A. Di Meglio and L. Sheng Wang, ‘‘A variational method for identification
of visco-elastic parameters,’’ J. Acoust. Soc. Am.108, 2746–2753~2000!.

28Y. C. Fung, Foundations of Solid Mechanics, 1st ed. ~Prentice–Hall,
Englewood Cliffs, NJ, 1965!, pp. 412–420.

29M. El-Raheb and P. Wagner, ‘‘Transient response of finite layered media:
Two-dimensional axisymmetric analysis,’’ J. Acoust. Soc. Am.99, 3513–
3527 ~1996!.

30W. Press, B. Flannery, S. Teukolsky, and W. Vetterling,Numerical Recipes
~Cambridge University Press, New York, 1986!, 3rd ed., 1988, pp. 521–
525.

1455J. Acoust. Soc. Am., Vol. 112, No. 4, October 2002 Michael El-Raheb: Dynamics of 2D composites



Flexural vibration of perforated plates and porous elastic
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This paper presents a method of theoretical treatment of acoustic coupling due to flexural vibration
of perforated plates and plates of porous elastic materials. The analytical model is developed by
introducing flow continuity at the plate surface in a spatially mean sense and air–solid interaction
within the plate material. To demonstrate the method of application, some fundamental acoustic
problems based on a classical thin-plate theory are analyzed and discussed in relation to the
interactive effect of flexural vibration and plate permeability. For acoustic radiation from a vibrating
plate excited by a harmonic point-force, the attenuation effect of power radiation appears at
frequencies below the critical frequency of coincidence. In the problem of sound absorption of a
perforated plate or a plate of porous elastic material backed by an air layer, as permeability
decreases, the effect of plate vibration increases. For perforated absorber systems including plate
vibration effects, the trend of variation from ordinary theory depends on plate thickness. ©2002
Acoustical Society of America.@DOI: 10.1121/1.1497624#

PACS numbers: 43.40.Dx, 43.40.Rj, 43.55.Ev@ANN#

I. INTRODUCTION

In elastic solids shaped into plate-like form, three types
of waves occur: quasitransverse shear, quasilongitudinal, and
flexural waves. Of these wave types, flexural waves are by
far the most important in the field of noise and vibration
control because of their direct contribution to sound radia-
tion. In theoretical treatment of flexural vibration of plates,
thin-plate theory is the most popular and widely used, while
theory of thick plates including the effect of shear deforma-
tion in the plate cross section has been often used as a cor-
rected plate theory. Both theories are based on general~clas-
sical! elastic theory for homogeneous and isotropic media.
Therefore, application of these plate theories is limited to
materials of this type.

In problems of structural–acoustic coupling due to plate
vibration, the boundary surface of the plate is assumed to be
homogeneous. There are also some materials, such as perfo-
rated plates or plates of porous materials having extensive
range of application in machinery noise control and architec-
tural acoustics, to which ordinary methods of setting the
boundary condition cannot be applied. In the case of perfo-
rated plates with a smaller hole diameter, the phase of flex-
ural vibration naturally appears as demonstrated by the ex-
perimental work of Lee.1 However, the effect of plate
vibration on sound absorption of microperforated plates1–3

has been disregarded since the pioneering work of Rayleigh.4

A similar situation can be seen in the plate-like form of
glass wool or rock wool used for ordinary purposes of sound

absorption and/or heat insulation; i.e., flexural-mode vibra-
tion as well as properties of dilatational wave-propagation
media exist. Furthermore, in the case of newly developed
sound absorbing panels with pores of a solid frame,5 as per-
meability decreases the effect of flexural vibration may be-
come so serious that it cannot be disregarded.

The present paper focuses on development of a general-
ized approach to investigate problems surrounding
structural–acoustic coupling for both perforated plates and
plates of porous elastic materials. As a similar problem,
Göransson6 studied the problem of a flexible porous material
assuming that the material is limp~the plate stiffness effect is
neglected!; in that study, solid frame motion is included only
by the viscous drag force due to relative motion between the
solid frame and the fluid. Owing to the latter assumption,
however, this model does not allow for studies of effects of
mechanical excitation applied to the material. More recently,
Horoshenkovet al.,7,8 analyzed acoustic response of porous
elastic materials, including the effect of plate vibration,
which is similar to the present problem. They introduced a
simple boundary condition as a coupling condition between
the plate and surrounding air at the plate surface, which is
different from the model herein. In Horoshenkov’s model,
flow continuity at the plate surface is used by assuming that
the particle velocity of surrounding air equals the sum of
frame velocity and particle velocity of the wave-propagation
medium modeled as a usual static porous material. In this
model the effect of air–solid interaction within the material
is neglected.

In the present analytical model, the plate is assumed to
be a thin plate governed by classical thin-plate theory, with
the same fluid~air! on both sides. Interaction between the
plate and surrounding air is introduced in a spatially mean

a!Portions of this work were presented in ‘‘Effects of flow resistance on
acoustic performance of permeable elastic-plate absorbers,’’ Proceedings
of the 16th International Congress on Acoustics, Seattle, WA, June 1998.
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sense by combining flow continuity at the plate surface with
the force due to relative motion at the air-solid interface
within the plate material. As a result, the effect of inhomo-
geneity of the boundary surface is smoothed out, i.e., it is
assumed in this study that the length scales of structure com-
ponents of the boundary surface are relatively small com-
pared to the acoustic wavelength. A similar treatment can be
seen in Leppington’s work9 for analysis of acoustic response
of a perforated sandwich plate; there, he formulated the prob-
lem in terms of a hypothetical compound surface with homo-
geneous boundary conditions. Abrahamas10 applied this
method to the same sandwich plate system for calculations of
sound radiation due to a line excitation. The analytical model
employed by both researchers is eventually homogeneous
impermeable elastic plate with homogeneous boundary con-
ditions that is different on the two sides: one is acoustically
hard and the other has properties of a Helmholtz resonator.

To demonstrate the method of application of the simpli-
fied model proposed here, some fundamental acoustic prob-
lems are analyzed and discussed in relation to the interactive
effect of plate vibration and permeability.

II. THEORY

A. Acoustic coupling for perforated plates

Shown schematically in Fig. 1 is a cross-sectional view
of a perforated plate that is vibrating in flexural mode with a
velocity vp under any acoustic loading with the pressure dif-
ferenceDp. Consider the case, in which the plate itself is at
rest (vp50), the mean particle velocityv̄ of surrounding air
can be written asv̄5sv f , wherev f is the spatially averaged
velocity in the hole ands is the ratio of perforation. LetZ0

be the acoustic impedance of the hole, andZ be the overall
acoustic impedance of the plate surface, which are defined as

Z05
Dp

v f
5

Dp

v̄
s5Zs. ~1!

The resistance termZresist of the acoustic impedanceZ0

([Zresist1Zreact) is related to air–solid interaction. Thus,
whenvp50, Eq. ~1! can be rewritten as

Zresistv f1Zreactv f5Dp. ~2!

Consider next the case in which the plate is vibrating under
the same acoustic loading; the mean particle velocityv̄ be-
comes

v̄5vp1~v f2vp!s. ~3!

In this case, the viscous force at the air–solid interface in the
hole depends on relative velocityv f2vp . Owing to this al-
teration, Eq. ~2! is modified as Zresist(v f2vp)1Zreactv f

5Dp, which yields

v f2vp5
Dp

Z0
2

Zreact

Z0
vp . ~4!

Thus from Eqs.~1! and ~4!, Eq. ~3! becomes

v̄5z Ivp1
Dp

Z0
s5z Ivp1

Dp

Z
, ~5!

wherez I512(Zreact/Z0)s. The simple and easy way of re-
alizing this approach is to substitute the flow resistance for
the impedanceZ, which is measured using an ordinary flow-
resistance apparatus with a steady flow. This simple ap-
proach was introduced into the theory for acoustic properties
of permeable membranes;11 it gives good quantitative predic-
tions that show good agreement with experimental results. In
the case of elastic plates, however, due to thickness of the
plate, there exist other factors such as air mass inertia in the
hole and the radiation effect at the hole entrance. These fac-
tors contribute mainly to the imaginary part of the imped-
ance. Then, the flow resistance alone seems to be insufficient
for analyzing the perforated plate. In the present case, there-
fore, an expression developed by Maa2 is adopted, which is

Z05Zresist1Zreact

5
8h0

~d/2!2 SA11
X2

32
1
&dX

8h D
2 ir0vhS 11

1

A91X2/2
1

0.85d

h D , ~6!

whereX5(d/2)Ar0v/h0, with d, h as the diameter of the
hole and plate thickness, respectively,h0 as the air viscosity
~51.831025 N•s/m2 in the normal condition!, andr0 as the
air density. Equation~6! is an approximation of the analytical
solution for wave propagation in a tube having a circular
cross section,12,13 and is given end corrections.14

In any problems concerning structural–acoustic cou-
pling due to flexural vibration, the continuity condition at the
interface is used as the boundary condition. Letv be the
particle velocity of air on the boundary surface of the vibrat-
ing plate. The boundary condition can be written asv5vp

for the case that the plate surface is assumed homogeneous;
the rigid boundary moves concomitant with the velocityvp .
In contrast, in the case of a perforated plate with the acoustic
impedanceZ0 of the orifice, by using velocityv̄ of Eq. ~5!

FIG. 1. Analytical model of a perforated plate.
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with a spatially averaged sense over the plate surface as
shown in Eq.~3!, the boundary condition can be written as

v5z Ivp1
Dp

Z0
s. ~7!

B. Acoustic coupling for porous elastic plates

Porous elastic materials have a two-phase structure as
the wave propagation media, air within the pores and the
frame. Many theoretical models for wave propagation in po-
rous media have been presented since the initial conceptual
model was developed by Rayleigh.12 These are classified
roughly into the following three categories: the method for
modeling acoustic behavior in the pores, the method for tak-
ing into account the effect of frame vibration,6,15,16 and de-
velopment of a mixed two-phase model based on the general
elastic theory.17 Furthermore, some empirical models18–20

derived from the original conception of Delany and Bazley21

have been presented. Works concerned with such materials
are extensively reviewed by Attenborough22,23 and Allard.24

In application of these theories to the practical acoustic
problems such as absorption and reflection of sound, many
parameters for detailed description of wave motion in the
medium, e.g., porosity, shape factor, tortuosity, and so on, are
integrated into an equivalent homogeneous wave-
propagation medium. Thus, such porous materials replaced
by the homogeneous medium can be characterized by two
parameters: the propagation constant and the characteristic
impedance, or equivalently the complex density and the
complex bulk modulus. For practical applications in engi-
neering, such materials are often shaped into plate-like form.
In this case, it is expected that waves in the material approxi-
mate the flexural type; this tendency may become more re-
markable with decreased permeability. As a related problem,
Theodorakopoulos and Beskos25 derived governing equa-
tions for flexural vibrations of thin, fluid-saturated, poroelas-
tic plates, which are based on Biot’s theory. The derivation
process is similar to those in classical thin-plate theory based
on homogeneous elastic theory. They argued about the dy-
namic response of the plate neglecting the effect of acoustic
loading.

The approach used herein for such porous elastic plates
in structural–acoustic problems can be considered in a simi-
lar manner as described in the preceding section; that is, the
boundary condition at the air–structure interface at the plate
surface can be described by combining continuity of flow in
a spatially mean sense with air–solid interaction within the
plate material. From the concept of this model, to adopt any
values for both the propagation constant and the characteris-
tic impedance, it is required to use any rigid-frame model of
porous media.

Let p be the sound pressure in the equivalent medium
characterized by the propagation constantg and the charac-
teristic impedanceZc , of any porous elastic material com-
posed of rigid frame and pores. The particle velocity of the
medium can be written as (21/gZc) grad p. In the case
where the material is shaped into plate-like form lying in the
x–y plane, and vibrating in thez direction with the velocity
vp , a similar method used in the preceding section can be

applied; that is, reasoning that the resistance term ofgZc is
related to air–solid interaction within the material gives an
expression of the form

v f2vp52
1

gZc

]p

]z
2

@gZc# react

gZc
vp , ~8!

wherev f is the particle velocity in pores and@gZc# react rep-
resents the reactance term ofgZc . The particle velocity in an
averaged sense of the surrounding air on the plate surface
vibrating in the flexural mode can be expressed by Eq.~3!.
Substituting Eq.~8! into Eq. ~3! yields

v̄5j Ivp2
1

gZc

]p

]z
s, ~9!

wherej I512@gZc# reacts/gZc ands is the porosity defined
in the same manner as described by Biot.17 For quantitiesg
and Zc , any model is available for porous media, provided
that its frame is assumed to be rigid. In the following section,
we will use an empirical model developed by Allard,26 which
is

gZc52 ir0vF12
~12 ipr0f /RF!1/2

i2pr0f /RF
G , ~10!

whereRF represents the flow resistivity@N•s/m4# of the ma-
terial andf is frequency. The reactance term ofgZc is given
as @gZc# react5 i Im$gZc%.

III. APPLICATION TO FUNDUMENTAL ACOUSTIC
PROBLEMS

Fundamental acoustic problems related to flexural plate
vibration are, for example, sound radiation due to mechani-
cal excitation of a force, transmission of sound caused by an
acoustic excitation, and sound absorption of a plate. In these
problems, if the plate is permeable, response may seriously
undergo effects of changed permeability. A method of acous-
tic coupling described in the preceding section can be used
for such cases. Methods of application for several acoustic
problems due to flexural motion of permeable plates are out-
lined in this section; also, some numerical examples are pre-
sented to illustrate general characteristics of response includ-
ing permeability effects.

A. Sound radiation of a perforated single plate
excited by a point force

1. Formulation of the problem

Consider a perforated thin elastic plate of infinite extent
with the same fluid~air! on both sides, lying in the planez
50; the plate vibrates under a concentrated normal force
acting at the origin of cylindrical coordinates (r ,u,z) as
shown in Fig. 2~a!. The equation of motion for the axisym-
metric displacementw(r ) can be written as

D¹4w2rhv2w5p11
d~r !

2pr
2p2 , ~11!

where¹45@(]2/]r 2)1(1/r )(]/]r )#2, and whered(r ) is the
Dirac delta function,D, r, andh represent the plate’s flexural
rigidity, density, and thickness, respectively. Letr be the vec-
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tor denoting a position in the region or on the boundary
surfaceS, andr0 a position onS. With a Helmholtz integral
formula, the radiated sound pressurep1 on the surfaceS of
the regionz<0 can be expressed as

p1~r !52E E
S
G~r ur0!

]p1~r0!

]n
dr0 , ~12!

whereG is the free space Green’s function given by

G~r ur0!5
eik0R

4pR
, R5ur2r0u, ~13!

with k05v/c0 as the acoustic wave number,c0 as the speed
of sound, andn as the outward normal to the surface. Apply-
ing the relation of Eq.~7! to the pressure gradient of Eq.~12!
yields

]p1

]n
5

]p1

]z U
z50

5 ir0vS 2 ivz Iw1
p12p2

Z0
s D . ~14!

Substitution of Eqs.~13! and ~14! into Eq. ~12! yields

p1~r !5
1

2p E E
S
@r0v2z Iw1 ik0b~p12p2!#

eik0R

R
dr0 ,

~15!

whereb5r0c0s/Z0 . Similarly, the radiated sound pressure
p2 on the surface of the regionz>0 is given by

p2~r !52p1~r !. ~16!

Equations~11!, ~15!, and ~16! form a set of simultaneous
equations with unknown quantitiesw, p1 , and p2 . The so-
lution can be obtained in the wave-number space by using
the Hankel transform technique. The transform pair with re-
spect tor and the wave-number spacek is defined, for ex-
ample, as

w~r !5E
0

`

W~k!J0~kr !k dk, ~17!

W~k!5E
0

`

w~r !J0~kr !r dr , ~18!

whereJ0(kr) denotes the Besell function of order zero. So-
lutions for the transformed expressionw, p1 , andp2 are

W~k!5~Ak0
22k212k0b!F1~k!, ~19!

P2~k!52P1~k!52 ir0v2z IF1~k!, ~20!

where

F1~k!5
1/@2pD~k42kF

4 !#

Ak0
22k212k0b22ir0v2z I /@D~k42kF

4 !#
~21!

and kF
45rhv2/D. Taking the inverse transform of these

equations gives the solution forw, p1 , andp2 . The energy
flow across the surface with the sound pressurep2 and the
particle velocity v2 normal to the surface is given by
Re$p2v2* %/2, where a symbol* represents the complex con-
jugate. From Eqs.~7! and ~16! it can be shown that

v252 ivz Iw2
2b

r0c0
p2 . ~22!

The acoustic powerPW radiated from this surface under a
point excitation of 1N force can be obtained by integrating
the energy flow over the whole area of the surface, which is
given by

PW5pr0v3uz I u2E
0

k0
uF1~k!u2Ak0

22k2k dk. ~23!

2. Numerical results and discussion

An example of results calculated for the radiated power
is shown in Fig. 3. The results are presented showing the
power level~in dB re 10212 W! radiated from a perforated
acrylic panel of thickness 9 mm under a point excitation of
1N force, with a parameter of the ratio of perforations.
Other factors related to flexural vibration of the plate are
Young’s modulus,E; density, r; loss factor,h; which are
assumed here as follows: E55.63109 N/m2, r
51150 kg/m3, h50.02. For density, the actual valuer(1
2s) was used instead ofr, while all other parameters were
assumed to be constant regardless of perforation change. The
hole diameter was taken asd51, 3, and 5 mm with 20 mm

FIG. 2. Geometry of a plate~a! excited by a point force, and~b! with a plane
wave incidence.

FIG. 3. Sound power level in dBre 10212 W radiated from a perforated
acrylic plate of thickness 9 mm, under a normal point excitation of 1N
force. The parameter is the ratio of perforations.
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hole spacing, also, corresponding perforation was 0.2%,
1.77%, and 4.91%, respectively. The critical frequency of
coincidencef c was about 3 kHz, that is slightly shifted by
perforation change. Clearly, the effect of change ins is quite
different above and belowf c . At frequencies abovef c the
radiated power is little affected by change ins; below f c ,
however, the effect increases monotonically as frequency de-
creases. As expected, sound radiation from a vibrating per-
meable plate strongly depends on both sound absorption and
sound transmission characteristics. Some explanations con-
cerning this matter are given in Sec. III B 2.

B. Sound absorption and sound transmission of a
perforated single plate

1. Formulation of the problem

Consider the case of Fig. 2~b!, in which the same plate
as in the preceding section is vibrating under an incident
plane wave at angleu. The analytical procedure is the same
as that described in the previous work for permeable
membranes,11 except for the method of modeling the perme-
ability. Then only the outline will be described below. With a
Helmholtz integral formula for a two-dimensional problem,
the sound pressurep1(x) at the surface of the source side can
be expressed as

p1~x!52pi~x!

1
i

2 E2`

` ]p1~x0!

]n
H0

~1!~k0ux2x0u!dx0 , ~24!

where H0
(1)(k0ux2x0u) denotes the Hankel function of the

first kind of order zero. The sound pressure associated with
the plane wave of unit amplitude is the formpi

5eik0(sin u•x1cosu•z). Applying Eq.~7! to this case and substi-
tuting Eq.~14! into Eq. ~24! yields

p1~x!52pi~x!1
i

2 E2`

`

@r0v2z Iw1 ik0b~p12p2!#

3H0
~1!~k0ux2x0u!dx0 . ~25!

Similarly, the sound pressurep2(x) on the surface of the
transmitted side can be expressed as

p2~x!52
i

2 E2`

`

@r0v2z Iw1 ik0b~p12p2!#

3H0
~1!~k0ux2x0u!dx0 . ~26!

The pressure differencep12p2 causes plate vibration, which
is governed by

D¹4w2rhv2w5p12p2 , ~27!

where¹45(]2/]x21]2/]z2)2. A set of simultaneous equa-
tions, Eqs.~25!–~27!, can be solved analytically by using the
Fourier transform technique. Details of the procedure are
presented in Ref. 6. Finally the closed form solutions for the
reflected sound pressurepr , and the transmitted sound pres-
surep2 at an arbitrary point~x,z! are written as follows:

pr~x,z!5
cosu1 ir0v2z IF2~k0 sinu!cosu

cosu12b

3eik0~sin u•x2cosu•z!, ~28!

p2~x,z!5
2b2 ir0v2z IF2~k0 sinu!cosu

cosu12b

3eik0~sin u•x1cosu•z!, ~29!

whereF2(k)54pF1(k). The absorption coefficient at an in-
cident angleu can be calculated as 12upr /pi u2; the sound
transmission loss is given by 10 log10(upi /p2u2). In the fol-
lowing sections, these are statistically averaged over the
range of incident angles that corresponds to field incidence.

2. Numerical results and discussion

Sound absorption of microperforated plates was investi-
gated by some authors1–3 for the purpose of developing ef-
fective absorbers at low frequencies. For this purpose, the
value ofs must be made smaller, to such an extent that the
effect of plate vibration cannot be disregarded. In the case
that a single perforated plate is used as a partition, we are
interested in the effect of permeability on sound transmission
as well as sound absorption. Figure 4 shows such numerical

FIG. 4. Effect of the perforation ratios on ~a! the sound absorption coeffi-
cient, and~b! the sound transmission loss.
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examples calculated for the same plate material as in Sec.
III A 2, in which lines and symbols are as indicated for Fig.
3.

Characteristics of transmission loss change with the per-
foration ratio, corresponding to sound absorption change. In
the limit case ofs50, as a matter of course, the theoretical
expressions of Eqs.~28! and ~29! agree well with existing
theoretical results.27,28 Results of further investigations~not
shown here! indicate that the resistance term of the hole im-
pedanceZ0 has an effect on response at high frequencies;
also, the reactance term strongly affects response at low fre-
quencies. In addition, overall, alteration of the reactance term
produces greater variation in both sound absorption and
sound transmission than that of the resistance term. For this
reason, characteristics are somewhat different from those ob-
tained in permeable membranes analysis,11 in which only the
resistance term is taken into account. The same tendency as
in Fig. 4~a! can also be seen in radiation characteristics of
Fig. 3. This similarity implies that sound radiation from the
vibrating surface may depend strongly on surface absorption
characteristics. Comparing sound absorption and sound
transmission characteristics reveals that sound transmission
at high frequencies above coincidence is almost entirely de-
pendent on energy dissipation in the hole, which differs from
the membrane case.

C. Sound absorption of a plate backed by an air layer

In any practical application for noise control engineer-
ing, perforated plates and porous materials are used exten-
sively as a part of the sound absorbing structure as shown in
Fig. 5. The case in which the facing is an ordinary~imper-
meable! plate was investigated in Ref. 27, while the case
where perforated facings without the plate vibration effect
has been studied extensively by many authors. In the case of
porous materials, the method for predicting sound absorption
is known as the theory using impedance matching for homo-
geneous layers of finite thickness.29 In this section, the
method for analyzing sound absorption of a facing backed by
an air layer is outlined, including the interactive effects of
plate vibration and permeability.

1. Perforated plates

When a plane wave,pi(5eik0(sin u•x1cosu•z)), impinges
on a perforated plate at an angle of incidenceu. The sound
pressurep1 on the surface of the source side is given by Eq.
~25!, in which p2 is, in this case, the sound pressure at the
plate-cavity interface. The sound pressure and the particle
velocity in the cavity can be written as

p2~x,z!5~p2
1eik0 cosu•z1p2

2e2 ik0 cosu•z!eik0 sin u•x,
~30!

v2~x,z!5
cosu

r0c0
~p2

1eik0 cosu•z

2p2
2e2 ik0 cosu•z!eik0 sin u•x, ~31!

where unknown quantitiesp2
6 denote the amplitude associ-

ated with propagating waves toward the6z direction. The
pressure differencep12p2 is the distributed excitation force
for flexural vibration of the plate, which is governed by Eq.
~27!. The boundary condition for the cavity at the plate in-
terface can be written from Eq.~7! as

v2~x,h!52 ivz Iw1
b

r0c0
~p12p2!, ~32!

and at the back wall with the terminal impedanceZB , the
boundary condition is

v2~x,h1L !5p2~x,h1L !/ZB . ~33!

Equations~25!, ~27!, ~32!, and ~33! form a set of simulta-
neous equations with unknown quantitiesp1 , p2

1 , p2
2 , and

w. Mathematical details of the solution and derivation of the
closed form expression for the reflected sound pressurepr

are presented in Refs. 11 and 27. The final result is

pr~x,z!5
cosu2b21 ir0v2z Ib1 cosuF3

cosu1b2

3eik0~sin u•x2cosu•z!, ~34!

where

F35
2b1 /@D~k0

4 sin4 u2kF
4 !#

k0~cosu1b2!2 ir0v2z I@z~cosu1b2!1b1
2#/@D~k0

4 sin4 u2kF
4 !#

, ~35!

and whereb1512bz, b25b(12bz) with

FIG. 5. Geometry of a permeable plate with a backed layer for a problem of
sound absorption.
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z5
~cosu1r0c0 /ZB!tan~k0L cosu!

~cos2 u1r0c0 /ZB!tan~k0L cosu!1 i cosu~b1r0c0 /ZB!
. ~36!

2. Plates of porous elastic materials

In the case that a plate of a porous elastic material,
which is assumed to be homogeneous and isotropic medium,
is placed parallel to a back wall as shown in Fig. 5, the sound
pressurepa and the particle velocityva in the medium can be
written as30

pa~x,z!5~pa
1e2qz1pa

2eqz!eik0 sin u•x, ~37!

va~x,z!5
q

gZc
~pa

1e2qz2pa
2eqz!eik0 sin u•x, ~38!

where q5g@11(k0 sinu/g)2#1/2 with Re$q%>0 and Im$q%
<0. In these equations,g and Zc are the propagation con-
stant and the characteristic impedance of the medium as ap-
peared in Eq.~9!. For the sound pressure on the plate surface
of the source side, Eq.~9! can be applied to the pressure
gradient]p1 /]n in Eq. ~24!. Thus the sound pressure be-
comes

p1~x!52pi~x!1
r0v

2 E
2`

`

@ ivj Iw2va~x0,0!s#

3H0
~1!~k0ux2x0u!dx0 , ~39!

with the boundary condition

p1~x!5pa~x,0!. ~40!

For the cavity, the same expression as denoted in the
preceding section@Eqs. ~30! and ~31!# can be used. The
boundary condition on the back wall is given by Eq.~33!,
and on the plate surface, which can be written as follows:

v2~x,h!52 ivj Iw1va~x,h!s, ~41!

p2~x,h!5pa~x,h!. ~42!

Equations~27!, ~33!, ~39!–~42! form a set of simultaneous
equations with unknown quantitiesp1 , pa

6 , p2
6 , and w,

which can be solved analytically by using the Fourier trans-
form technique as described in Refs. 11 and 27. Final results
for the reflected sound pressurepr are given as follows:

pr~x,z!5
cosu2b41 ir0v2j Ib3 cosuF4

cosu1b4

3eik0~sin u•x2cosu•z!, ~43!

where

F45
2b3 /@D~k0

4 sin4 u2kF
4 !#

k0~cosu1b4!2 ir0v2j I@j~cosu1b4!1b3
2#/@D~k0

4 sin4 u2kF
4 !#

, ~44!

and where

b35
coshqh1a sinhqh21

coshqh1a sinhqh
, ~45!

b45
r0c0qs

gZc

a1tanhqh

11a tanhqh
, ~46!

j5
gZc

r0c0qs

tanhqh

11a tanhqh
, ~47!

a5
gZc

r0c0qs

2 i cosu tan~k0L cosu!1r0c0 /ZB

cosu2 i tan~k0L cosu!r0c0 /ZB
. ~48!

3. Numerical results and discussion

Figure 6 shows some numerical examples. The solid line
shows results neglecting plate vibration, in which the mate-
rial is a perforated plate of 6 mm thickness with 5 mm hole
diameter, 20 mm hole spacing~ratio of perforation is 4.9%!,
and 0.1 m air layer of thickness. Values of the terminal im-
pedanceZB of the cavity are assumed as those obtained from

experimental data for a wooden plate.27 In the case including
the effect of plate vibration calculated for an acrylic plate
used in Sec. III A 2, the difference is too little to be distin-
guished in the graph. On the whole, characteristics of this
case show good agreement with that obtained from existing
theory for perforated absorber systems.31 In calculated re-
sults for a plate of the same thickness, 6 mm, with 0.5 mm
hole diameter, and 10 mm hole spacing,~perforation ratio of
0.2%! backed by the same cavity, plate vibration produces
appreciably increased absorption. In results for a 0.5-mm-
thick plate with the same perforation of 0.2%, plate vibration
gives the reverse effect of reducing absorption. Thus, it
should be noted that the effect of plate vibration on the per-
forated absorber system depends on plate thickness.

Figure 7 shows calculated results for the sound absorber
system of Fig. 5 with the facing of porous elastic plate of 50
mm thickness, and a rigidly backed layer of 0.1 m thickness.
Plate material is plastic foam, which is used by Allard32 as an
example for calculation using Biot’s theory. Parameters are
as follows: Young’s modulus, 53105 N/m2; density, 30
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kg/m3; Poisson’s ratio, 0.4; loss factor, 0.1; and porosity,
0.93. The flow resistivityRF , which seems to be the most
effective for absorption of the system, is assumed as 5.5
3104 and 1.13104 N•s/m4. The former case is the same
used by Allard. Alteration of flow resistivity normally has an
effect on other parameters, especially on porosity. In the
present calculation, however, these are assumed to be inde-
pendent. For reference, results for calculations supposing
that porosity is 1.0 show the variation, which is too little to
be detected in the graph. From these results, in the case of
RF51.13104, absorption is little affected by plate vibration,
while the case with a value five times this amount shows
appreciable effects of plate vibration.

IV. CONCLUSIONS

A new method for analyzing acoustic problems concern-
ing structural–acoustic coupling due to flexural vibration of
plates was presented. It takes into account the effect of per-
meability ~perforation! of plates and the effect of flexural
mode of vibration of porous elastic materials. For perforated
plates, this method enables treatment of plates with ratios of
perforation between 0–1, i.e., from impermeability to acous-
tic transparency. The impermeable case corresponds to an
ordinary theory for acoustic coupling due to flexural vibra-
tion of plates. As the ratio of perforation increases, this
method gives results approaching those obtained by an ordi-
nary method for immovable perforated plates. In the case of
a sound absorber system composed of a plate backed by an
air layer, the tendency of the perforation effect depends on
plate thickness. For porous elastic materials shaped into a
plate-like form, this method makes it possible to deal with
various material states, from a flexural mode to a mode of
dilatational wave-propagation media, depending on the syn-
thetic effect of flow resistivity and porosity.
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A diffuse wavefield is normally defined in terms of plane waves—to quote one textbook definition
‘‘plane waves are incident from all directions with equal probability and random phase.’’ In some
vibro-acoustic problems the response of a two-dimensional component such as a plate is more
conveniently expressed in terms of cylindrical waves, and it is not immediately obvious what
properties should be assigned to the cylindrical waves to constitute a diffuse field. It is shown here
that a diffuse wavefield can be modeled as a summation of statistically independent cylindrical
waves, apart from the fact that each outgoing wave of a particular order is fully correlated to an
incoming wave of the same order. A simple relationship is derived between the energy flowP in
each wave component and the energy densitye of the wavefield:P5ecg /k, wherecg is the group
velocity andk is the wavenumber. This result is shown to hold true for both bending waves and
in-plane waves~longitudinal and shear! in a plate. The work has application to the calculation of
coupling loss factors in statistical energy analysis. ©2002 Acoustical Society of America.
@DOI: 10.1121/1.1502895#

PACS numbers: 43.40.Qi, 43.20.Ks, 43.40.Dx@RLW#

I. INTRODUCTION

The concept of a diffuse field is used widely in vibro-
acoustics to describe the high-frequency response of a struc-
tural component or acoustic volume. This concept can be
expressed in terms of either wave motion or the distribution
of resonant modal energy, as discussed, for example, by
Lyon and DeJong~1995! and Weaver~1982, 1985!. A wave
viewpoint is adopted in the present work, and in this context
a number of textbook definitions of a diffuse wavefield in an
acoustic volume are as follows: ‘‘plane waves are incident
from all directions with equal probability and random phase’’
~Fahy, 1985, p. 157!; ‘‘the average energy density is the same
throughout the volume of the enclosure, and all directions of
propagation are equally probable’’~Kinsler et al., 1982, p.
313!; ‘‘the sound energy arriving at any point inside the en-
closure is uniformly distributed over all possible directions
of incidence’’ ~Kuttruff, 1997, p. 1110!. A mathematical,
rather than descriptive, statement of this concept has been
given by Morse and Ingard~1968, p. 576! and Pierce~1989,
p. 255!; in the former case the response is represented as an
integral over a continuum of plane wave headings, while in
the latter case a sum over a large number of discrete wave
headings is employed. Thus it is clear that plane wave mo-
tion is central to the concept of a diffuse field, and, moreover,
the response of the system is considered to be a superposi-
tion of plane waves that propagate with equal intensity in all
directions—a concept that is equally applicable to structural
components. As described in what follows, the present work
is concerned with the extension of the notion of a diffuse
field to other types of wave motion, specifically cylindrical
waves in two-dimensional components.

One application of the concept of a diffuse wavefield is
the calculation of the flow of vibrational energy between
various components of a dynamic system. If it is known how
a single plane wave transmits energy from one component to
an adjoining component, then an expression for the total en-
ergy flow can be obtained by assuming that the component
carries a diffuse wavefield and summing over all the incident
waves. This approach forms one method of computing the
coupling loss factors that are employed in the statistical en-
ergy analysis~SEA! approach to high-frequency noise and
vibration analysis~Lyon and DeJong, 1995!. A large litera-
ture exists regarding the transmission of plane waves be-
tween various types of component~for example, Cremer and
Heckl, 1988; Graff, 1975; Lyon and DeJong, 1995!, and thus
coupling loss factors can be computed for a wide range of
problems. However, in certain cases the plane wave view of
vibration transmission is not ideal: consider, for example, a
plate with a cantilever beam that is attached normal to the
plate surface. Vibrations of the beam will produce cylindrical
waves rather than plane waves in the plate. Similarly, vibra-
tion transmission from the plate to the beam is more natu-
rally phrased in terms of incoming cylindrical waves rather
than incoming plane waves, since the scattered waves are
cylindrical. The question then arises as to how a diffuse
wavefield in the plate might be described in terms of cylin-
drical waves, in order that a coupling loss factor can be de-
rived. One potential complication is that at any prescribed
frequency the plate can carry an uncountably infinite number
of plane wave headings while there are a countably infinite
number of possible cylindrical waves—the implications of
this regarding energy flow in the wave components is not
immediately obvious. These issues are addressed in the
present work.a!Electronic mail: rsl21@eng.cam.ac.uk
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In Sec. II it is shown how a diffuse scalar wavefield
~such as that corresponding to bending waves in a plate! can
be expressed in terms of cylindrical waves. This work is then
extended to in-plane waves in Sec. III and it is shown that a
simple and general relation exists between the energy flow in
any cylindrical wave component and the energy density of
the diffuse field.

II. DIFFUSE BENDING WAVES IN CYLINDRICAL
COORDINATES

A. Diffuse plane waves

At any prescribed frequencyv a two-dimensional wave-
field in an isotropic medium can be represented as a super-
position of plane waves in the form

u~x,y!5ReE
0

2p

A~u! exp ~ ivt2 ikx cosu

2 iky sin u! du. ~1!

Hereu(x,y) is the displacement of the system at the location
x5(x,y), k is the wavenumber associated with the frequency
v, andA(u) represents a measure of the complex ‘‘ampli-
tude’’ of the wave that has headingu. Equation~1! relates to
waves that produce a displacement in only one direction,
such as bending waves in a plate, or out-of-plane waves in a
tensioned membrane; more complicated types of wave are
considered in Sec. III. The complex amplitudeA(u) is a
random variable in the ensemble sense, and Eq.~1! will ~by
definition! represent a diffuse field only if
E@A(u1)A* (u2)#5Bd(u12u2) whereB is a constant, i.e.,
the wave components are statistically independent and of
equal average intensity. It follows from Eq.~1! that the time
average of the squared displacement is given by

uu~x!u25
1

2E0

2pE
0

2p

$A~u1!A* ~u2! exp ~2 ikx cosu1

2 iky sin u11 ikx cosu2

1 iky sin u2!% du1 du2 , ~2!

and the ensemble average of this result then yields

E@ uu~x!u2#5pB. ~3!

This implies that~i! the constantB can be related directly to
the mean squared displacement, and~ii ! as would be ex-
pected for a diffuse field~and, in fact, following directly
from the assumed properties of the amplitudeA!, the descrip-
tion afforded by Eq.~1! is homogeneous, in the sense that the
mean squared displacement is the same for all values ofx.

B. Transformation to cylindrical coordinates

Suppose now that the angular variation in the amplitude
of the various plane waves is expressed using a Fourier series
so that

A~u!5a01 (
n51

`

an cosnu1bn sin nu, ~4!

where the various coefficients of the Fourier series are given
by

a05
1

2pE0

2p

A~u! du, ~5a!

an5
1

pE0

2p

A~u! cosnu du, ~5b!

bn5
1

pE0

2p

A~u! sin nu du. ~5c!

Since the amplitude distributionA(u) is a random function,
the Fourier coefficients will be random variables. From the
properties ofA(u) and Eqs.~5a!–~5c!, it follows that the
Fourier coefficients have the following properties:

E@ambn* #50, ~6a!

E@bmbn* #5~B/p!dmn , ~6b!

E@aman* #5H ~B/2p!, m5n50

~B/p!dmn , m,nÞ0.
~6c!

Substituting Eq.~4! into Eq.~1! and writing the displacement
field u in terms of polar coordinatesr and f ~so that x
5r cosf andy5r sin f) gives

u~r ,f!5Re(
n
E

0

2p

~an cosnu1bn sin nu!

3exp @ ivt2 ikr cos~u2f!# du, ~7!

where for ease of notion the sum overn covers the range 0 to
`, andb0 is defined to be zero. Making the substitutionc
5u2f gives

u~r ,f!5Re(
n

H ~an cosnf1bn sin nf!

3E
0

2p

cosnc exp ~ ivt2 ikr cosc! dc

1~2an sin nf1bn cosnf!

3E
0

2p

sin nc exp ~ ivt2 ikr cosc! dcJ , ~8!

which can be integrated to give

u~r ,f!5Re(
n

~an cosnf1bn sin nf!

3~2 i !n2pJn~kr ! exp ~ ivt !, ~9!

whereJn is the nth-order Bessel function of the first kind.
The previous expression can also be written in terms of Han-
kel functions to give
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u~r ,f!5ReH (
n50

`

an cosnf~2 i !np@Hn
~1!~kr !

1Hn
~2!~kr !# exp ~ ivt !1 (

n51

`

bn sin nf

3~2 i !np@Hn
~1!~kr !1Hn

~2!~kr !#exp ~ ivt !J .

~10!

For a time dependency of exp (ivt) the Hankel function of
the second kind,Hn

(2)(kr)5Jn(kr)2 iYn(kr), represents an
outgoing cylindrical wave while the Hankel function of the
first kind, Hn

(1)(kr)5Jn(kr)1 iYn(kr), represents an incom-
ing cylindrical wave~Cremer and Heckl, 1988!. Equation
~10! is therefore a general expression for a diffuse wavefield
phrased in terms of cylindrical waves. Each Fourier coeffi-
cient is associated with two separate waves, an outgoing
wave and an incoming wave. It is interesting to note that in
the cylindrical description of a diffuse field the incoming and
outgoing cylindrical waves associated with a givenan or bn

are phase locked and of equal amplitude. This may perhaps
be expected from physical considerations since it ensures
that the net energy flow associated with the two waves is
zero and that the displacement field is finite whenr equals
zero@the Bessel functionYn(kr) is singular atr 50]. It fol-
lows from Eq.~6! that each cylindrical wave component has
the same mean squared amplitude, apart from those waves
associated witha0 where a factor of12 occurs. Furthermore,
apart from the phase locking mentioned above, all the wave
components are statistically independent. Examples of the
superposition of the incoming and outgoing waves associated
with different Fourier coefficients in Eq.~10! are shown in
Fig. 1.

The time average magnitude squared of the displace-
ment field is given by

uu~r ,f!u25
1

2
~2p!2(

m,n
$aman* cosmf cosnf

1an* bm sin mf cosnf

1ambn* cosmf sin nf

1bmbn* sin mf sin nf%

3~21!m1ni m2nJm~kr !Jn~kr !. ~11!

It follows from Eq. ~6! that the expected value of this result
is

E@ uu~r ,f!u2#5pBFJ0
2~kr !12(

n51

`

Jn
2~kr !G5pB. ~12!

This result has employed identity 9.1.76 of~Abramowitz and
Stegun, 1965! to evaluate the summation of the Bessel func-
tions. A comparison of Eqs.~3! and ~12! demonstrates the
consistency between the plane wave and cylindrical wave
descriptions.

C. Energetics

The cylindrical waves constitute orthogonal stores of en-
ergy since, in the absence of any discontinuities, energy
stored in a given cylindrical wave does not leak into other
waves. It is useful to establish the relationship between the
energy density, the intensity, and the amplitude of a given
wave. The average total energy~kinetic plus potential! in a
narrow annulus of widthdr located at radiusr associated
with the propagation of annth-order outgoing wave
Hn

(2)(kr) is given by

E5m8v2E
0

2p

E@ uun~r ,f!u2#r df dr, ~13!

wherem8 is the mass per unit area of the system and it has
been noted that the total energy is equal to twice the kinetic
energy for wave propagation~see, for example, Langley,
1996!. The termun in Eq. ~13! represents the physical dis-
placement associated with the wave, so that, from Eq.~10!,
un5Re$an cosnf(2 i )npHn

(2)(kr) exp (ivt)%; alterna-
tively, an cosnf could be replaced bybn sin nf in this
expression without changing any of the following analysis.

FIG. 1. Examples of the displacement field for the superposition of incom-
ing and outgoing waves associated with different Fourier coefficients:~a!
a0 , ~b! a1 , and~c! b1 .
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Note that time averaging is assumed implicitly in Eq.~13!
and in all the following equations. Using Eq.~6! and inte-
grating overf now gives

E5 1
2m8v2p2BuHn

~2!~kr !u2rdr . ~14!

For large values ofkr the asymptotic behavior of the Hankel
function is given by~Abramowitz and Stegun, 1965!

lim
kr→`

Hn
~2!~kr !5A 2

pkr
exp S 2 ikr 1

inp

2
1

ip

4 D ,

~15!

and it then follows from Eq.~14! that the average total en-
ergy in an annulus in the far field is given by

E5
m8v2pB

k
dr. ~16!

This result is independent ofn and thus the energy in the
annulus is the same for each outgoing cylindrical wave~in-
cluding then50 wave!. The rate at which this energy flows
is given by the group velocitycg so that the powerP across
the circumference of a circle of radiusr is given by

P5S E

dr D cg5m8vpBccg , ~17!

wherec5v/k is the phase speed. This result is, as expected,
independent ofr, since power is conserved in the wave. Now
from Eq.~3!, the average total energy densitye in the diffuse
field is given by

e5m8v2E@ uuu2#5m8v2pB, ~18!

and thus the power associated with a given cylindrical wave
is related to the total energy density by

P5
ecg

k
. ~19!

This analysis can be repeated for annth-order incoming
waveHn

(1)(kr), and Eq.~19! is again obtained. This leads to
the key result that a diffuse wavefield can be modeled as a
superposition of incoming and outgoing cylindrical waves in
accordance with Eq.~10!, and the power ineverywave com-
ponent is given by Eq.~19!, where e is the total energy
density of the system.

As an aside, in wave transmission problems it is useful
to know the power associated withunit amplitudewaves
(an51 or bn51). This is given by

P5H 2m8vp2ccg , a051,

m8vp2ccg , an51, bn51, nÞ0.

~20!

~21!

III. DIFFUSE IN-PLANE WAVES IN CYLINDRICAL
COORDINATES

A. Wave potentials

The previous section was concerned with a diffuse
wavefield in which the waves produce a single displacement
componentu(x), as in the case of bending waves in a plate,
where the displacement is normal to the plane of the plate. In
contrast, longitudinal and shear waves in a plate produce

in-plane displacements, and a diffuse field of either type will
produce displacements in both thex andy directions. It is not
immediately obvious how such a diffuse field can be repre-
sented in cylindrical coordinates, and this issue is addressed
in the present section.

The in-plane displacements produced by longitudinal
and shear waves can be represented in terms of the longitu-
dinal wave potentialc and the shear wave potentialf ~Mor-
fey, 1994!. Each of these potentials satisfies the wave equa-
tion so that

¹2c1kl
2c50, ¹2f1ks

2f50, ~22!

where the longitudinal wavenumberkl and the shear wave-
numberks are given by

kl
25v2r~12n2!/EY , ~23a!

ks
25v2r/G. ~23b!

HereEY andG are the Young’s modulus and shear modulus
of the material,n is the Poisson ratio, andr is the density.
The in-plane displacementsu andv in thex andy directions
are related to the wave potentials by

u5
]c

]x
1

]f

]y
, ~24a!

n5
]c

]y
2

]f

]x
. ~24b!

Now, analogous to Eq.~1!, the longitudinal and shear poten-
tials can be expressed in terms of a set of diffuse plane waves
by

c5ReH i

kl
E

0

2p

Al~u! exp ~ ivt2 ik lx cosu

2 ik ly sin u! duJ , ~25a!

f5ReH i

ks
E

0

2p

As~u! exp ~ ivt2 iksx cosu

2 iksy sin u! duJ , ~25b!

where the subscriptsl and s have been added to the ampli-
tudeA(u) to indicate longitudinal and shear waves, respec-
tively, and the factor ofi /k has been introduced so that
A(u)du is the displacement amplitude of the wave compo-
nent with headingu. If the wavefields are diffuse with
E@Al(u1)Al* (u2)#5Bld(u12u2) and E@As(u1)As* (u2)#
5Bsd(u12u2), then it follows from Eqs.~24! and~25! that

E@ uul u21un l u2#5pBl , ~26a!

E@ uusu21unsu2#5pBs . ~26b!

Here E@ uuu21unu2# is the expected value of the time-
averaged resultant mean squared displacement, and the sub-
scriptsl ands relate to the displacements caused by longitu-
dinal and shear waves, respectively. Now by analogy with
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Eqs.~4!–~10!, Eq. ~25! can be reexpressed in cylindrical co-
ordinates (r ,u) to yield

c5ReH i

kl
(

n
~an

l cosnu1bn
l sin nu!~2 i !n

3p@Hn
~1!~klr !1Hn

~2!~klr !# exp ~ ivt !J , ~27!

and

f5ReH i

ks
(

n
~an

s cosnu1bn
s sin nu!~2 i !n

3p@Hn
~1!~ksr !1Hn

~2!~ksr !# exp ~ ivt !J , ~28!

wherean
l andbn

l are the coefficients in the Fourier expansion
of Al(u), and likewisean

s andbn
s relate to the Fourier expan-

sion ofAs(u). These coefficients have the properties detailed
in Eq. ~6!. Equations~27! and ~28! show that the diffuse
longitudinal and shear wavefields can be represented as a
combination of incoming and outgoing cylindrical waves.
The energetics of these waves can be investigated by consid-
ering initially the radial and tangential components of the
motion, as described in what follows.

B. Radial and tangential components of the
displacement field

The radial and tangential components of the displace-
ment field are related to the shear and longitudinal potentials
as follows~Morfey, 1994!:

ur5
]c

]r
1

1

r

]f

]u
, ~29a!

uu5
1

r

]c

]u
2

]f

]r
. ~29b!

The components of the in-plane displacement associated
with a longitudinal wavefieldc are therefore given by

ur ,l5ReH i(
n

~an
l cosnu1bn

l sin nu!~2 i !n

3p@Hn8
~1!~klr !1Hn8

~2!~klr !# exp ~ ivt !J , ~30a!

uu,l5ReH i(
n

~n/klr !~2an
l sin nu1bn

l cosnu!~2 i !n

3p@Hn
~1!~klr !1Hn

~2!~klr !# exp ~ ivt !J , ~30b!

where the derivatives of the Hankel function are given by
~Abramowitz and Stegun, 1965!

Hn85 1
2~Hn212Hn11!. ~31!

Similarly, the radial and tangential components of the in-
plane displacement associated with a shear wavefield are
given by

ur ,s5ReH i(
n

~n/ksr !~2an
s sin nu1bn

s cosnu!~2 i !n

3p@Hn
~1!~ksr !1Hn

~2!~ksr !# exp ~ ivt !J , ~32a!

uu,s52ReH i(
n

~an
s cosnu1bn

s sin nu!~2 i !n

3p@Hn8
~1!~ksr !1Hn8

~2!~ksr !# exp ~ ivt !J . ~32b!

Examples of the in-plane displacement field associated with
the superposition of outgoing and incoming longitudinal and
shear waves are shown in Fig. 2~note the plots are normal-
ized so that the longitudinal and shear wavenumbers are
equal!.

FIG. 2. In-plane displacement fields associated with incoming and outgoing
longitudinal waves~left column! and shear waves~right column! for various
Fourier coefficients:~a! longitudinal and~b! shear fora0 ; ~c! longitudinal
and ~d! shear fora1 ; ~e! longitudinal and~f! shear forb1 .
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C. Energetics

For longitudinal waves the time average energy stored in
a narrow annulus of inner radiusr and widthdr can be writ-
ten as

E5m8v2E
0

2p

E@ uur ,l u21uuu,l u2#r du dr. ~33!

Now considering the outgoing wave componentHn
(2)(kl) as-

sociated with the Fourier coefficientan
l . It follows from Eqs.

~30! and ~6! that

E@ uur ,l u2#5
pBl

2~11dno!
cos2 nuuHn8

~2!~klr !u2, ~34a!

E@ uuu,l u2#5
pBln

2

2kl
2r 2~11dno!

sin2 nuuHn
~2!~klr !u2, ~34b!

wheredno is zero unlessn50, in which casedno51. Now
for large klr the Hankel functions have the following
asymptotic behavior:

lim
kl r→`

uHn
~2!~klr !u25 lim

kl r→`

uHn8
~2!~klr !u25

2

pklr
. ~35!

Thus for an annulus in the far field~large klr ), only the
radial component of displacement makes a significant contri-
bution to Eq.~33!, and the result is

E5
m8v2pBl

kl

dr, ~36!

where it can be noted that this result is independent ofn. The
same result can be derived for the outgoing wave associated
with the Fourier coefficientbn

l , and for each incoming wave
Hn

(1)(klr ). The energy flow in the wave can be deduced by
noting that power is transmitted at the group velocitycg,l and
thus

Pl5
m8vpBlcg,l

kl

5
elcg,l

kl

, ~37!

whereel is the energy density of the diffuse field, which can
be deduced from Eq.~26! to be el5m8v2pBl . Hence the
following result has been demonstrated: a diffuse longitudi-
nal wavefield can be represented as a superposition of out-
going and incoming waves in accordance with Eq.~27!, and
the power in every wave component is given by Eq.~37!,
whereel is the energy density of the diffuse field.

The foregoing analysis can be repeated for diffuse shear
waves—as might be expected it is the tangential component
uu,s that constitutes the far-field response in this case. The
final result is

Ps5
escg,s

ks

. ~38!

Clearly Eq.~37! or ~38! is identical to Eq.~19! and it repre-
sents a general result that applies to all of the wave types
considered here.

Finally, it can be noted that the power associated with an
in-plane cylindrical wave of unit amplitude (an51 or bn

51) is again given by Eqs.~20! and~21!, with the appropri-
ate minor changes in notation.

IV. SUMMARY

The main result of this paper is that a diffuse wavefield
can be represented in terms of cylindrical waves in the form
of Eq. ~10!. The Fourier amplitudes that appear in this equa-
tion have the properties given by Eq.~6!, where the constant
B is related to the mean squared response via Eq.~3!. Each
cylindrical wave carries an identical amount of power, and
this is given by Eq.~19!. When the wavefield corresponds to
longitudinal or shear waves in a plate, so that the wave mo-
tion produces a displacement in two spatial directions, Eq.
~10! is replaced by either Eq.~30! or Eq. ~32!, but Eqs.~6!
and ~19! still apply.

The methodology employed in the present work can
readily be extended to other coordinate systems, for example
spherical waves in an acoustic cavity, thus allowing a more
general view of the concept of a diffuse field. The applica-
tions of the work include the evaluation of coupling loss
factors for systems where cylindrical waves, rather than
plane waves, form a natural basis for studying wave
transmission—for example, point couplings on plate struc-
tures. This aspect will be reported in a future publication.
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Novel active noise-reducing headset using earshell
vibration control
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Active noise-reducing~ANR! headsets are available commercially in applications varying from
aviation communication to consumer audio. Current ANR systems use passive attenuation at high
frequencies and loudspeaker-based active noise control at low frequencies to achieve broadband
noise reduction. This paper presents a novel ANR headset in which the external noise transmitted to
the user’s ear via earshell vibration is reduced by controlling the vibration of the earshell using force
actuators acting against an inertial mass or the earshell headband. Model-based theoretical analysis
using velocity feedback control showed that current piezoelectric actuators provide sufficient force
but require lower stiffness for improved low-frequency performance. Control simulations based on
experimental data from a laboratory headset showed that good performance can potentially be
achieved in practice by a robust feedback controller, while a single-frequency real-time control
experiment verified that noise reduction can be achieved using earshell vibration control. ©2002
Acoustical Society of America.@DOI: 10.1121/1.1504469#

PACS numbers: 43.50.Ki, 43.50.Hg, 43.66.Vt@MRS#

I. INTRODUCTION

Active noise-reducing~ANR! headsets are used to pro-
tect the ear from overexposure to noise, in situations where
the passive circumaural headset does not provide, by itself,
sufficient reduction in the noise level. Active attenuation,
usually dominant at low frequencies, is complemented by
passive attenuation at high frequencies to produce improved
overall noise reduction performance. ANR headsets are
widely used in aviation and military communication and in
noisy industrial environments, and are one of the most com-
mercially successful applications of the active noise control
technology.

ANR headsets which employ a loudspeaker and a mi-
crophone inside the earshell connected via an analog feed-
back controller were studied in the 50’s by Meeker, Hawley,
and Simshauser.1–3 Wheeler4 studied the design of ANR
headset for aviation communication, while Bai and Lee5 pro-
posed the use of modern controller design techniques for the
ANR system. Recent studies proposed the use of digital sys-
tems to improve performance.6–8 The ANR headsets de-
scribed above and those currently used in commercial appli-
cations employ active attenuation by using a loudspeaker to
produce the antinoise at the low frequencies, therefore reduc-
ing the noise level at the user’s ear. Current active headsets
could benefit from further improvements, particularly when
operating in severe environments, by increasing sound at-
tenuation and by improving mechanical robustness.

This paper proposes a novel approach to ANR headsets,9

which can be applied as an alternative or as a complement to
conventional systems, and which has the potential for im-
proving both performance and mechanical robustness
through the use of vibration transducers. Instead of generat-

ing sound inside the headset earshell using a loudspeaker, the
noise level at the ear is reduced by attenuating the vibration
transmission through the shell, using vibration actuators. The
vibration actuator is attached to the earshell and produces a
force that opposes the force imposed by the external noise,
therefore reducing earshell vibration. An accelerometer
mounted on the earshell can be used as a control sensor. At
relatively low frequencies where the coupled response of the
earshell and acoustic cavity could be modeled to be equiva-
lent to that of a lumped mass~the earshell! connected to two
lumped springs~the headset cushion and the air in the
cavity!,10 the proposed control approach can be regarded as a
typical active vibration isolation problem as described by
Fuller et al.11 in Chap. 7.2. At higher frequencies, where the
sound transmission is controlled by the coupling of the
earshell modes with the cavity modes, the proposed control
approach should be regarded as a special case of active struc-
tural acoustic control~ASAC! as presented by Fulleret al.11

in Chap. 9.
This paper presents a theoretical analysis of the new

ANR headset, supplemented by simulations and an experi-
mental study using a laboratory ANR headset system.

II. HEADSET SYSTEM MODELING

This section presents a model-based theoretical analysis
of the ANR headsets studied in this paper. The models are
later used to study performance with velocity feedback con-
trol. Since the ANR headsets described in this paper are de-
signed around a passive noise-reducing headset,10 this sec-
tion starts with a brief description of a passive headset,
followed by modeling of an active headset which uses ideal
secondary force, and more practical secondary forces gener-
ated by force actuators. The first actuator is connected be-
tween the earshell and an inertial mass, and is therefore re-a!Electronic mail: br@isvr.soton.ac.uk
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ferred to as an inertial actuator, and the second actuator is
mounted between the earshell and the headband, and is re-
ferred to as a headband force actuator.

Lumped-element models previously used by Shaw and
Thiessen10 provide a simple representation of the underlying
systems’ dynamics, and are used here to analyze the com-
bined passive–active headset systems. The model provides
good approximation of system performance at the low-
frequency range, where the acoustic wavelength is larger
than the earshell dimensions.

It should be noted that the simplified physical model is
employed here to study potential performance and the suit-
ability and limitations of the actuator, and provides an insight
to the behavior of the system. It is not suggested as a model
from which a practical controller could be designed. The
measured headset response is used for the latter, as presented
in Sec. IV.

A. Passive headset

The sound transmission in noise-reducing headsets has
been found to be similar to the vibration transmission in a
mass–spring–damper system.10 Figure 1~a! shows an ideal-
ized headset earshell consisting of a rigid earshell of mass
Ms , sealed by a cushion of stiffnessKs and dampingRs to a
rigid surface representing the head. The earshell is allowed to
move only in the plane perpendicular to the surface, and the
external noise, represented by the sound pressureP0 , is
transmitted into the earshell inner volume through the

earshell movements, assuming no leaks exist in the sealing
of the earshell to the head. The earshell is assumed to be held
in place by a headband, which has a massMh , stiffnessKh ,
and dampingRh . The mechanical impedance diagram shown
in Fig. 1~b! was developed to represent the headset system,10

with F0 denoting the external force applied by the external
acoustic pressureP0 over the external earshell areaS0 , and
F1 denoting the force applied inside the earshell volume by
the inner pressureP1 , with S1 the area enclosed by the cush-
ion. In the case of the passive headset described here, it is
assumed that the secondary forceFa in Fig. 1 is zero. From
the diagram in Fig. 1~b!, an expression for the sound trans-
missionP1 /P0 can be calculated as

P1

P0
5

S0

S1

Zv

Zv1Z

5
S0

S1

Kv

Kv1Ks1Kh1 j v~Rs1Rh!2v2~Ms1Mh!
,

~1!

whereKv5rc2S1
2/V is the stiffness of the air volumeV en-

closed by the earshell, which is interacting with the earshell
mass over the areaS1 , andr and c are the air density and
speed of sound, respectively. Equation~1! describes the
transmission of a second order system with a resonance fre-
quency at

FIG. 1. ~a! Schematic diagram of the headset system,
and ~b! an equivalent impedance block diagram.
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v05AKS1Kv1Kh

MS1Mh
. ~2!

At frequencies below the resonance, the transmission re-
duces to

P1

P0
5

S0

S1

Kv

Kv1Ks1Kh
, ~3!

and the transmission magnitude is controlled solely by the
stiffness of the headband, cushion, and the volume of air
inside the earshell. Larger internal volume and larger cushion
and headband stiffness will increase the noise attenuation at
the lower frequencies.

B. Active headset with ideal secondary force

The vibration of the headset earshell can be reduced by
introducing a secondary force which opposes the force gen-
erated by the external sound field. This will then reduce the
sound developed inside the earshell volume, and therefore
the sound preceived by the user. In this section it is assumed
that a secondary force can be applied to the earshell, in an
‘‘ideal’’, way, where the dynamics of potential actuators is
not taken into account. The latter is introduced later in this
section. The forceFa in Fig. 1~a! represents an ideal control
force, acting between the earshell and the rigid surface. The
sound pressure inside the earshell volume,P1 , can be ex-
pressed using Fig. 1~b! as the superposition of the contribu-
tions of the two sources

P15AP01BFa , ~4!

whereA andB are given by

A5
S0

S1

Zv

Zv1Z
, B52

1

S1

Zv

Zv1Z
. ~5!

The optimal arrangement for completely canceling the
sound transmission can be calculated from Eqs.~4! and ~5!
by settingP1 to zero, which produces an optimal secondary
force of Fa5P0S0 . This can be implemented in practice by
feeding the signal from an external reference microphone
measuringP0 , to the input of a control actuator generating
Fa , in a feedforward control arrangement. The latter will
provide good broadband performance if the delay of the con-
troller is sufficiently small.12 Although this approach could
potentially provide a control solution, it is not studied in this
work, but suggested for future study.

The control approach considered in this paper is feed-
back control, where velocity feedback is initially studied due
to its simplicity and potential to provide both good perfor-
mance and stability when used to actively increase
damping.11 Using the earshell velocityu to feed Fa , such
that Fa52gu, where g is a gain constant with units of
Ns/m, and writingu asF1 /Zv , the sound transmission with
velocity feedback can be written using Eq.~4! as

P1

P0
5

A

11
gS1

Zv
B

. ~6!

C. Active headset with inertial force actuator

An inertial actuator can be modeled at low frequencies
by a lumped mass–spring system, composed of the inertial
massMa and the stiffnessKa of the force actuator. The in-
ertial actuator, when mounted on the earshell system, as
shown in Fig. 2~a!, becomes what is known as a tuned vibra-
tion neutralizer,13 and is most effective in reducing the
earshell vibration at the resonance frequency of the inertial
actuator system,va5AKa /Ma. It should be noted thatMa

denotes the inertial mass, while the mass of the actuator it-
self, including casing and transduction elements, are not con-
sidered separately but can be lumped into the earshell mass.
Figure 2~b! shows the impedance diagram developed for this
system. Assuming velocity feedback control is applied here
as described above, Eq.~6! also applies here, andA and B
can be found by superposition of the primary and secondary
sources as

A5
S0

S1

Zv

Z1Zv1ZKaiZMa
,

~7!

B52
1

S1

ZMai~Z1Zv!

ZKa1ZMai~Z1Zv!

Zv

Z1Zv
,

where the notationZ1iZ2 denotes a parallel connection of
impedances, calculated asZ1Z2 /(Z11Z2).

D. Active headset with force actuator attached to the
headband

An alternative to the inertial actuator described above is
to mount the force actuator between the earshell mass and
the headband, allowing the force actuator to react against the
headband rather than the inertial mass,Ma . The latter is
assumed to be removed from the actuator before mounting
and is not used in this configuration, while the mass of the
actuator itself is lumped into the earshell mass as described
above. The advantage of this configuration, which is illus-
trated in Fig. 3~a!, is that it does not require the additional
mass used by the inertial actuator, which increases the over-
all weight of the headset, therefore compromising comfort
and imposing a phase shift,14 therefore potentially compro-
mising control performance. In this arrangement, the head-
band impedance,Zh , composed of the headband stiffness
Kh , mass Mh , and dampingRh , is separated from the
earshell impedanceZs due to the mounting of the actuator
between the heaband and the earshell. Figure 3~b! shows the
impedance diagram for this arrangement. Similar to the case
of the inertial actuator presented above, the transmission of
sound through the earshell can be calculated from Eq.~6!,
with A andB given by

A5
S0

S1

Zv

Zs1Zv1ZKaiZh
,

~8!

B52
1

S1

Zhi~Zs1Zv!

ZKa1Zhi~Zs1Zv!

Zv

Zs1Zv
.
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III. VELOCITY FEEDBACK CONTROL SIMULATIONS
USING HEADSET MODELS

The models developed above for the active headset are
used in this section to simulate noise reduction performance
and the force and displacement requirements from the actua-
tor in the various configurations. Velocity feedback control is
studied due to its simplicity and since it has shown to pro-
duce good performance with large stability margins in other
applications by increasing the system damping.11 This sec-
tion starts by verifying the model of a commercial passive
noise-reducing headset at the low frequencies, and then
simulating control performance for the various active headset
configurations.

A. The passive noise-reducing headset

The control simulations in this section use the headset
model presented above, with the parameters taken from a
commercial light-weight passive noise-reducing headset,
manufactured by JSP, model KMO7236. Most of the headset
parameters have been estimated from measurements, while
some parameters, such as the damping of the earshell cush-
ion, have been estimated by fitting the attenuation curve to
manufacturer’s data. The parameters and their values are
listed in Table I. Figure 4 presents the passive transmission
of sound through the headset, or passive attenuation, as cal-
culated using Eq.~1! compared to manufacturer’s data,

showing good agreement at the lower frequencies. Since
high-frequency acoustical and mechanical system dynamics
were not included in the model, the attenuation is not pre-
dicted accurately at the high-frequency range. Nevertheless,
the simplified model provides an insight into the behavior of
the system and can be used to analyze performance at the
low frequencies, which is normally the frequency range of
interest for active control.

B. Control with ideal secondary force

Figure 5~a! shows a plot of the transmissionP1 /P0 for
the passive system described in Fig. 1~a! and calculated us-
ing Eq. ~1! and Table I, and for the active system with ve-
locity feedback control and an ideal secondary force calcu-
lated using Eq.~6!. The effect of velocity feedback is to
increase the damping of the system, and indeed the active
attenuation is increased mostly around the resonance fre-
quency of the passive system. Figure 5~b! shows the Nyquist
diagram for the open-loop system with velocity feedback
control, with the gain parameterg set to22900. The curve is
completely in the positive-real quadrants, which gives this
type of feedback control the advantage of large stability
margins.11 In practice, however, actuators must be used to
produce the secondary force, and so control simulations with
the two actuator configurations are presented next.

FIG. 2. ~a! Schematic diagram of the active headset
system with an inertial force actuator, and~b! an
equivalent impedance block diagram.
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C. Control with inertial force actuator

Control simulations with an inertial force actuator at-
tached to the earshell are presented in this section. Figure
6~a! shows simulations of the sound transmission for the
original passive system calculated using Eq.~1!; the active
system with no control, calculated using Eqs.~6! and~7! and
g50; and the active system with control, calculated using
Eqs.~6! and ~7! andg52305. The parameters for the iner-
tial force actuator are presented in Table II, which represents
a PCB 712A02 force actuator. This force actuator was cho-
sen since it is mechanically robust, can produce relatively
large forces, and is designed to work in the low-frequency
range, i.e., 150 to 500 Hz according to its specifications.

The effect of mounting the inertial actuator is to provide
additional attenuation around its resonance frequency, i.e.,
250 Hz, with an increase in transmission above the reso-
nance frequency. The resonance frequency of the earshell
around 100 Hz is also decreased due to the added inertial
mass of 150g.

FIG. 3. ~a! Schematic diagram of the active headset
system with a force actuator fitted between the earshell
and the headband, and~b! an equivalent impedance
block diagram.

FIG. 4. Passive attenuation of the headset as simulated using Eq.~1! com-
pared to manufacturer’s data.

TABLE I. JSP KMO7236 headset parameters.

Parameter Value Description

Ms 77 g Earshell mass
Ks 7•104 N/m Cushion stiffness
Rs 90 Ns/m Cushion damping
Mh 8 g Headband effective mass
Kh 50 N/m Headband stiffness
Rh 5 Ns/m Headband damping
V 180 cc Earshell cavity volume
S0 79 cm2 Outer earshell area
S1 25 cm2 Inner earshell area
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Once control is applied, the transmission is attenuated
above the actuator resonance frequency, and slightly en-
hanced at the earshell resonance frequency. The latter can be
explained by Fig. 6~b!, which shows the Nyquist plot for the
inertial actuator system. Although the curve is mostly on the
right-hand side and therefore provides good stability, it has a
small negative real part corresponding to the low-frequency
enhancement. An inertial actuator with a lower resonance
frequency will produce attenuation at a lower frequency
range, with amplification at an even lower frequency, which
will be more useful in practice. Such an actuator, however,
will require large inertial mass and low stiffness, making it
less attractive in practice.

The analysis presented here showed that the dynamics of
the actuator system could impose a limit on performance, if
stability is to be maintained.

D. Control with a headband force actuator

The sound transmission of the active headset with a
force actuator attached between the earshell and the head-

band is simulated in this section. Figure 7~a! shows the simu-
lated sound transmission for the passive system; the active
system with no control, calculated using Eqs.~6! and~8! and
g50; and the active system with control, calculated using
Eqs.~6! and~8! andg521600. As above, the parameters for
the headset and actuator are presented in Tables I and II. The
mounting of the actuator has a small effect on the sound
transmission, while the highest active attenuation is observed
above the mounted resonance frequency, which is around 1
kHz. Figure 7~b! shows that stability margins in this case are
larger compared to the inertial actuator configuration in Fig.

FIG. 5. ~a! Theoretical comparison of sound transmission between the pas-
sive headset and an active system with an ideal secondary force, and~b! the
corresponding Nyquist diagram of the open-loop response of the active sys-
tem.

FIG. 6. ~a! Theoretical comparison of sound transmission between the pas-
sive headset and an active system with an inertial actuator, and~b! the
corresponding Nyquist diagram of the open-loop response of the active sys-
tem.

TABLE II. PCB 712A02 force actuator parameters.

Parameter Value Description

Ma 150 g Actuator inertial mass
Ka 3.7•105 N/m Actuator stiffness
f 0a

250 Hz Resonance frequency
Fcl 6.7 N Clamped force~peak!
Xf r 6.5 mm Free displacement~peak!
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6~b!. Nevertheless, an actuator with a smaller stiffness will
be required to produce attenuation at a lower frequency
range to better complement the passive attenuation.

E. Control forces and actuator displacement

The simulation presented above showed that an actuator
with lower stiffness is required if active attenuation is to be
achieved at the low-frequency range, i.e., below 1 kHz.
Other important actuator parameters are the force and dis-
placement required to cancel the primary disturbance. These
are evaluated here using simulations with a primary noise of
100 dB SPL. Assuming the pressure inside the earshell in Eq.
~4! is completely canceled, the corresponding optimal con-
trol force is given by

Faopt
52

AP0

B
. ~9!

Figure 8~a! shows the optimal control force for the three
control configurations of an ideal source, inertial actuator,

and headband actuator. A constant force is required in the
ideal source case, while a higher force is required from the
actuators at low frequencies in the other two configurations
due to the relatively low impedance of the supporting inertial
mass and headband. Lower forces are required around the
mounted actuator resonance frequencies.

The optimal force cancels the primary disturbance and
therefore reduces the displacement of the earshell to zero.
The ‘‘actuator’’ displacement, or stroke, in the ideal source
case is therefore zero. The actuator stroke in the inertial ac-
tuator configuration can therefore be calculated by setting the
velocity u to zero in Fig. 2~b!, as

Xaopt
52

1

j v

Faopt

ZMa
1ZKa

, ~10!

and for the headband actuator using Fig. 3~b! as

FIG. 7. ~a! Theoretical comparison of sound transmission between the pas-
sive headset and the active system with the actuator fitted between the
earshell and the headband, and~b! the corresponding Nyquist diagram of the
open-loop response of the active system.

FIG. 8. ~a! Force required to completely cancel 100-dB SPL noise, with
three secondary source configurations: ideal, inertial actuator, and headband
actuator, and~b! actuator displacement, or stroke, required to completely
cancel 100-dB SPL noise, with two secondary source configuration: inertial
actuator, and headband actuator. Note that displacement is zero for the ideal
source case.
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Xaopt
52

1

j v

Faopt

Zh1ZKa

. ~11!

Figure 8~b! shows that the stroke required from the ac-
tuators is highest around the mounted resonance frequencies.

The next simulation is used to investigate whether the
force and stroke required to cancel 100-dB SPL noise, as
calculated above, can be produced by the PCB actuator de-
scribed in Table II. The relation between the maximum force
produced by the actuator for a given displacement is as-
sumed to behave linearly,15 and is calculated from the
clamped force and free displacement provided in Table II.
This is then compared to the actual force and stroke required
as calculated above. Figure 9 shows the maximum force vs
actuator displacement, or stroke, provided by the PCB actua-
tor compared to the required values. Some frequency values
of the force and displacement pairs are also denoted. At most
of the working frequency range the required force and dis-
placement are within the actuator limits, except at very low
frequencies, where the force required is slightly higher than
the force available, for both actuator configurations. Also, at
the resonance frequency of the inertial actuator system, the
displacement required is slightly higher than the actuator
limit. Overall, at most of the working range, the PCB actua-
tor considered can provide the required force and stroke to
cancel an external noise of 100 dB SPL.

If the level of the surrounding primary noise is higher
than 100 dB SPL, e.g., near very noisy machines or engines,
the limitation imposed by this actuator might compromise
performance. In this case an improved actuator is required.
The design of such an actuator is suggested for future work.

IV. ROBUST CONTROL SIMULATIONS USING
MEASURED DATA

A simulation study using data measured on a laboratory
active headset system was performed to investigate the po-
tential performance of the active headset in practice. First,
measurements were obtained from the laboratory active

headset. Then, the measured data were used to design a con-
troller and simulate its performance and robustness. The
setup, and measurement and simulation results are presented
in this section.

A. Setup

A laboratory active headset has been constructed and
control simulations have been performed using data mea-
sured from the laboratory headset. The experimental active
headset included a passive JSP noise-reducing headset,
mounted on a wooden block with dimensions of an average
human head. One electret microphone was mounted inside
the earshell, and one outside. A PCB type 712A02 piezoelec-
tric force actuator was mounted on the earshell in the two
configurations, i.e., as an inertial actuator with an inertial
mass of 150 g, and between the headband and earshell, as
illustrated in Figs. 2~a! and 3~a!, and was driven by an AVL
power amplifier model 790. A Bruel & Kjaer accelerometer
type 4375 connected to a charge amplifier type 2635 was
mounted on the earshell, colocated with the actuator, and
measured earshell velocity. The measurements were recorded
using an Advantest R9211C FFT analyzer, and used in the
control simulations. A photo of the headset with the PCB
actuator mounted between the earshell and the headband is
shown in Fig. 10.

B. Control with inertial force actuator

The performance of the active headset system with the
inertial actuator was investigated in this section using simu-
lations with data measured on the laboratory system. The
acoustic transmission between the external and internal mi-
crophones denoted byA was measured by introducing broad-
band noise through an external loudspeaker. The response
between the voltage input to the force actuator’s amplifier
and the velocity output measured by the accelerometer’s
charge amplifier, denoted byH, was also measured. Then, a
feedback controller with a frequency responseC was de-
signed to control the plantH, as described below. It is as-
sumed that the reduction in the earshell vibration due to the
control, denoted by 1/(11CH), is proportional to the reduc-
tion in the sound transmission, and so the latter with active
control can be calculated by

FIG. 9. The maximum force and actuator displacement, or stroke, provided
by the actuator, compared to force and stroke required to cancel external
noise of 100 dB SPL in the two actuator configurations.

FIG. 10. A photo of the active headset with the PCB actuator mounted
between the earshell and the headband.
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P1

P0
5

A

11CH
. ~12!

Initial control simulation employed a constant velocity-
feedback control filterC. The performance of the active
headset was very poor due to high-frequency dynamics of
the active headset system, which generated negative-real val-
ues in the Nyquist open-loop response. The model-based
simulations in Sec. III, which showed good performance us-
ing velocity feedback, didn’t include the system’s high-
frequency acoustic and structural dynamics, and so when
these were included in the measured headset response, the
constant gain controller provided poor performance if it was
to maintain stability. A feedback controller was therefore de-
signed using an internal model control~IMC!
configuration,16 with a finite impulse response~FIR! control
filter with 256 coefficients, and a sampling rate of 20 kHz.
The controller was designed to minimize the mean-square
vibration signal at the control frequency range, but was made
robust for multiplicative uncertainties of 100%,17,18 which
guaranteed stability for any deviation smaller than 6 dB of
the plant response from the measured response used in the
design.

It should be noted that the aim of the study in this sec-
tion is to show potential performance with a feedback control
filter, and so other feedback controller design methods could
have been used~e.g., H` control19!. Also, the plant uncer-
tainty value of 100% was introduced to provide some robust-
ness in the design. It is clear that a more comprehensive
study of the system’s response and its variability are required
for the design of a controller that is to be implemented in
practice. This is, however, suggested for future work.

Figure 11~a! shows the sound transmission through the
earshell for the inertial actuator configuration as simulated
from the measured data, before and after the control force is
applied. The notch at around 250 Hz is due to the mounting
of the actuator system acting as a tuned neutralizer. The con-
trol filter was designed to provide best attenuation at the
frequency range of 250–600 Hz, therefore attenuating the
resonance of the mounted system. An attenuation of up to 20
dB is achieved in the control frequency range, showing po-
tential for good performance in practice. A slight increase in
the sound transmission is observed at the low frequencies,
which is in line with the results predicted in the model-based
simulations presented in Fig. 6~a!. It should be noted that the
curve denoted ‘‘Active OFF’’ in Fig. 11~a!, which represents
passive transmission, is different from the curve denoted
‘‘Data’’ in Fig. 4, which also represents passive attenuation,
in two aspects. First, the former includes the effect of the
mounted actuator, and second, the latter was taken from
manufacturer’s data, while the former was measured on the
laboratory headset system used in this work. These two fac-
tors contributed to the dissimilarity between the two passive
transmission curves.

Figure 11~b! shows the Nyquist plot of the open-loop
responseCH for the measured plantH and the feedback
controller C designed above. The controller maintains rea-
sonable margins from the instability point~21,0!, while

achieving an open-loop gain of about 10 on the positive-real
quadrant.

C. Control with headband force actuator

A laboratory headset system with the actuator placed
between the headband and the earshell was constructed as
described above, and performance was investigated through
control simulations from measured data. As for the inertial
actuator configuration, velocity feedback control produced
poor performance due to high-frequency dynamics, and so a
control filterC was designed as described above with a con-
trol bandwidth that includes the frequencies below 800 Hz.
Figure 12~a! show the sound transmission simulated from
measured data before and after control. Attenuation of up to
10 dB is achieved in this broadband control bandwidth. Note
that the sound transmission at low frequencies is higher than
expected, which can be explained by imperfect sealing of the
headset in the experimental setup. Figure 12~b! presents the
Nyquist plot of the open-loop response, showing that good

FIG. 11. ~a! Sound transmission simulated from measured data for the in-
ertial control actuator configuration, and~b! the corresponding Nyquist dia-
gram of the open-loop response of the active system.
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stability margins are achieved with a maximum open-loop
gain of about 5. The results presented here also show poten-
tial for useful performance in practice.

It should be noted that the potential delay of a digital
controller originating from the sampling process and the
low-pass filters was not considered in the performance analy-
sis in this work. The predicted performance may therefore be
achieved by a digital system with a high sampling rate and
therefore small delay, or an analog system with a similar
frequency response. Although the design of such broadband
real-time controllers is suggested for future work, a single-
frequency real-time control system was designed and imple-
mented, and is presented below.

V. REAL-TIME CONTROL EXPERIMENT

A real-time control experiment was performed in which
single-frequency tonal noise was attenuated by the laboratory
headset system with the actuator attached to the headband. A
digital controller was designed which implemented a finite
impulse response~FIR! control filter having 128 coefficients,
adapted using the LMS algorithm,20 and an FIR plant model

of the same length. Both filters were part of an IMC
controller21 operating at a sampling frequency of 5 kHz. A
system identification routine based on the LMS algorithm20

was initiated first to calculate the value of the plant model
filter, after which the primary source was turned on, and the
control filter adapted to minimize the mean-squared sensor
signal. Once the control filter converged, the level of the
signal at the sensor was measured and compared to its level
before control, giving the attenuation due to the active con-
trol system.

Due to the relatively large delay of the adaptive system,
based on a Texas Instruments TMS320C54x DSP kit, the
performance was limited to narrow-band or tonal distur-
bances. For this reason the broadband controllers designed in
Sec. IV could not be successfully implemented in real time
using the current DSP system, and so performance was stud-
ied using single-frequency tones, and an LMS-based adap-
tive control system, which is well suited to control such dis-
turbance. Nevertheless, the real-time experiment presented
below showed that indeed active control can be performed
using force actuators mounted on the headset earshell as sug-
gested in this paper. The experiment also provides an inter-
esting comparison of performance when the sensing trans-
ducer is either an accelerometer or a microphone.

An experimental setup similar to that described in Sec.
IV was used in the real-time control experiment. In addition,
the output of the DSP controller was connected to the actua-
tor amplifier, while the input of the DSP controller was con-
nected to the output of the sensor, which was either the ac-
celerometer or the microphone inside the earshell. A
loudspeaker positioned near the headset setup was used to
generate the primary excitation.

Figure 13~the two solid curves! shows the attenuation at
the tonal excitation frequencies as measured by the acceler-
ometer, mounted opposite the force acuator, in a colocated
manner, and the microphone. In this case the accelerometer

FIG. 12. ~a! Sound transmission simulated from measured data for the head-
band control actuator configuration, and~b! the corresponding Nyquist dia-
gram of the open-loop response of the active system.

FIG. 13. Single frequency attenuation in the real-time control experiment,
when the accelerometer was used for both control and attenuation measure-
ment ~Acc/Acc!; when the accelerometer was used for control but the mi-
crophone used for the attenuation measurement~Acc/Mic!; and when the
microphone was used for both control and attenuation measurement~Mic/
Mic!.
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was used as the control sensor, such that the control filter
attempted to minimize the mean-square error of the acceler-
ometer signal. Although large attenuation is achieved at the
control sensor, an attenuation of more than 10 dB at the
microphone is only achieved at the low frequencies, and in
fact at high frequencies the noise is actually amplified.

This behavior can be explained by the fact that although
the vibration of the earshell is reduced at the accelerometer
location, other parts of the earshell could still vibrate by
exciting higher-order modes, specially at high frequencies,
therefore radiating sound into the earshell inner volume. An-
other contributing factor for this behavior could be transmis-
sion paths other than via earshell vibration, such as acoustic
leaks, which are not eliminated by reducing headset vibra-
tion.

A second experiment was performed, this time with the
microphone as the control sensor. As can be seen from Fig.
13 ~dashed curve!, high attenuation is achieved at a wide
frequency range. In this case the controller is attempting to
minimize the microphone signal directly, and so rather then
reducing the earshell vibration, the actuator forces the
earshell to vibrate in such a way that minimizes the sound
level inside the earshell, therefore overcoming the potential
problems when minimizing the vibration signal as discussed
above.

The results presented here suggest that a microphone
can be more useful as a control sensor since it measures the
sound inside the earshel directly. Measuring the sound indi-
rectly, using an accelerometer mounted on the earshell, re-
sults in reduction in the earshell vibration, but due to high-
frequency dynamics and leaks, this reduction might not
produce as significant a reduction in the sound. The micro-
phone control sensor could therefore provide a more attrac-
tive alternative for a practical active headset system.

VI. CONCLUSIONS

This paper presented a novel approach to ANR headsets,
which employ earshell vibration control to attenuate the
noise inside the earshell volume. The theory of the new ap-
proach, supported by simulations and an experimental study,
suggested that good performance can potentially be achieved
in practice.

Two actuator configurations were studied, i.e., an inertial
force actuator and a force actuator placed between the
earshell and the headband. Model-based simulations high-
lighted the requirement for a reduced stiffness from the ac-
tuator, and provided actuator’s force and stroke require-
ments, while simulations from data measured on a laboratory
headset system showed that good performance could poten-
tially be achieved.

The configuration with a force actuator placed between
the headband and the earshell is preferred since it doesn’t
require an inertial mass which will increase system weight
and compromise comfort. Furthermore, the piezoelectric ac-
tuator considered here requires high-input voltage, which
might be difficult to obtain in a commercial active headset.

Another important issue is the effect of leaks caused by
an imperfect seal of the headset to the head and the effect of
high-frequency system dynamics. The use of a microphone

rather than an accelerometer which will detect noise gener-
ated by both vibration transmission and sound leak paths was
shown to be preferable, through a single-frequency real-time
control experiment.

The study and design of more suitable actuators and
their implementation in an active noise-reducing headset are
proposed for future research. The subjective effect of noise
reduction through earshell vibration should also be investi-
gated as sound might be perceived via bone conduction. An-
other important issue is the mechanical coupling between left
and right headset systems via the headband, for example,
which should be investigated and be taken into account if
found significant.
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A method for theoretically calculating the coherence between sound pressure inside a rectangular
room in a high-rise building and that outside the open window of the room is proposed. The traffic
noise transmitted into a room is generally dominated by low-frequency components, to which active
noise control~ANC! technology may find an application. However, good coherence between
reference and error signals is essential for an effective noise reduction and should be checked first.
Based on traffic noise prediction methods, wave theory, and mode coupling theory, the results of this
paper enabled one to determine the potentials and limitations of ANC used to reduce such a
transmission. Experimental coherence results are shown for two similar, empty rectangular rooms
located on the 17th and 30th floors of a 34 floor high-rise building. The calculated results with the
proposed method are generally in good agreement with the experimental results and demonstrate the
usefulness of the method for predicting the coherence. ©2002 Acoustical Society of America.
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LIST OF SYMBOLS

Amn mode coupling factor
Asu j corresponds to the temporal change of

source strength of theuth-type vehicles on
the sth lane at a distance ofr su j

A~v! source strength related to the surface vibra-
tion velocity of the vehicle and the charac-
teristics of the air

a height of the open window
b width of the open window
c velocity of sound in air
C matrix of a constructed equation set
Cr reflection coefficient determined by charac-

teristics of the ground
Cr8 reflection coefficient determined by charac-

teristics of the building facade
d distance between the road and the high-rise

building
f frequency of sound
h altitude of the room in the investigated high-

rise building above the earth’s surface
i unit of imaginary number
j denotes mutually independent random time

or location point at which any one vehicle
appears

KK8 coefficients of Fourier cosine series
k wave number of sound
Ls half-length of thesth lane of the road seg-

ment directly facing the high-rise building
l x ,l y ,l z height, length, and width of the room cavity
M air absorption coefficient
m(v,r ) reduction factor of the air absorption or the

influence of winds, temperatures, and ob-
stacles

m,n mode number
N flow of vehicles, that is, the number of

passed vehicles on the road per second
Ns flow of vehicles on each lane
Nsu flow of the uth type of vehicles
ns number of vehicles in road segment consid-

ered
nsu number of theuth type of vehicles appearing

in the ns

p(r ,v,t) sound pressure at distancer at frequencyv
p(x,y,z,v,t) sound pressure
p,q mode number
r ,r su j distance between a vehicle and a receiver
S,S8 virtual surface of an open window
t time
T superscript indicating transpose of a matrix
v average vehicle moving speed
vx ,vy ,vz air particle velocity atx, y, andz direction,

respectivelya!Electronic mail: jpzhang@mail.hz.zj.cn
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X,Y,Z location in the transformed coordinates
X0 ,Y0 ,Z0 location of the reference sensor
x,y,z location of the receiver
¹ divergence
d delta impulse response function

r denstiy of air
v frequency of sound (52p f )
g2(v) coherence coefficient at frequencyv
* superscript indicating complex conjugate of

a variable

I. INTRODUCTION

Traffic noise is one of the major environmental problems
in urban societies. The numbers of high-rise buildings in
modern cities are increasing. Sound barriers and window in-
sulation are commonly used for traffic noise control but these
techniques are mainly effective at the middle and high fre-
quencies. Much of the high-frequency noise reaching a high-
rise building will be absorbed by the air, leaving the lower-
frequency components. Sometimes, due to resonance in a
room, the low-frequency traffic noise transmitted into a room
can become severe because the wavelength is of the order of
the room dimensions.1 Active noise control is now recog-
nized as an important technology for reduction of the low-
frequency noise. Therefore, it is worth studying the feasibil-
ity of active noise control technology for control of the low-
frequency traffic noise transmitted into a room, especially in
a high-rise building.

According to the comfortable-living criteria of rooms in
architectural acoustics, two cases should be considered, a
room with an open window and a room with a closed win-
dow. Therefore, active control of noise transmission into a
room is also divided into two such situations.

In the case of a closed window, we have active control
of noise transmission into a sealed or closed acoustic enclo-
sure. Considerable research on this subject has been reported
in the literature. Earlier research focused on the average per-
formance of the sound transmission through a rectangular
panel or window backed by a rectangular room, where the
transient behavior was not considered~for instance, see Refs.
2 and 3!. Current research interest on active control of inte-
rior noise is focused on enclosures with flexible boundaries,
because there is a real need to control low-frequency noise in
lightweight systems such as aircraft and vehicles.4 The glass
of a closed window can be approximated as a flexible bound-
ary. An empty, rectangular room with a closed window is
better modeled as a panel with a back cavity. Much previous
work can be applied directly to analyze the problem~e.g., the
work of Panet al.,5,6 Snyder,7 Kim and Brennan,8 and Sam-
path and Balachamdran9!. However, only little attention has
been paid to the active control of noise transmission into a
building.

In the case of an open window, it is much more impor-
tant and difficult to control traffic noise. Duhamel and Ser-
gent have presented the concept of active traffic noise control
in Ref. 10. However, their work was mainly concerned with
active control of the outdoor noise created by an incoherent
line source. Although their latest investigation was extended
to the numerical calculation of the pressure crossing an ap-
erture in a rigid plane~set in free space! to simulate the noise
entering a room through an open window, the diffraction of
the aperture is much different than that of a real window on

the wall of a room with a closed door. Martin presented a
strategy11 to reduce traffic noise by active controlling the
deterministic and slowly varying noise radiated by a moving
source such as an airplane taking off, a train, or a car, but
only in the open air. Kropp and Berillen proposed a theoret-
ical model to investigate the acoustic performance of a build-
ing balcony in the low- and middle-frequency range just used
for determining optimal balcony design,12,13where full open-
ing front wall was used simply instead of a true opening
balcony. There still exists a gap between the prediction of
traffic noise transmitting into an open window room and its
active control, since the complexity of the physical system
may limit the reduction.

In controlling actively the noise transmitted through an
open window into a room, global control should be consid-
ered as nearly impossible. Finding local zones of quiet is a
more possible and applicable strategy, even though local
control may cause an increase of noise level in areas away
from the error sensors. Since the traffic noise reaching at the
receiver is broadband~random! in the low-frequency range,
just using a simple feedback algorithm will be not enough
and the quiet zone could be small and unstable because of
the time delay in the devices. Because a reference sensor can
be easily located outside the room, e.g., below the window-
sill, the sound transmission mechanisms suggest a feedfor-
ward strategy. The benefits of this placement might more
effectively reduce the positive feedback from the reflections
of the walls or surfaces and the secondary sources in the
room toward the reference sensor. The coherence between
signals measured by all the reference and error sensors will
conversely influence or determine the control performance. A
method to compensate for the weakness of the above algo-
rithm is to use a combined or hybrid feedback and feedfor-
ward control,14,15 but more information at a very limited
number of sensors has to be obtained. Nevertheless, once the
feedforward strategy is used in the transmission control, the
coherence between signals passing through the open window
and at the receiver will become an important issue to be
studied.

The work in this paper intends to fill, in part, this gap.
First, though, the coherence between the error signal inside
the room and the reference signal outside the window should
be investigated, if a feedforward control strategy is to be
adopted. This function determines the feasibility of noise re-
duction. In this paper we extend the work of Duhamel and
Sergent by developing a theoretical method for calculating
the coherence for an empty rectangular room in a high-rise
building, including the interaction of a fully open window.
Experimental verification of the method is given and numeri-
cal examples are presented that demonstrate the coherence of
the system.
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II. THEORY

A. Traffic sound pressure on the building facade

A high-rise building at a traffic road is shown in Fig. 1.
The following assumptions are adopted: There are no other
obstacles between the building and the road; the road in front
of the building has two vehicle lanes, the traffic flow through
each lane has identical averaged speedv, for three types of
vehicles, including automobiles, heavy vehicles~including
buses and trucks!, and motorcycles, with the vehicles flow
for the road beingN per second, and the flow of each lane
beingNs5N/2; the flow of theuth type of vehicles is desig-
natedNsu , such thatNs5(u51

3 Nsu5N/2. The vehicle flow
within a particular segment@2Ls ,Ls# of the sth lane, di-
rectly facing the building, isns , and the flow of theuth type
of vehicle isnsu ,

S ns5 (
u51

3

nsuD .

A vehicle can be represented by a monopole sound
source moving along the road close to the earth surface when
the observation point is far away from it. Therefore the
sound pressure due to a vehicle at a reception position can be
expressed in the frequency domain as follows:

p~r ,v,t !5~11Cr !•A~v!•m~v,r !exp@ i ~vt2kr !#/4pr ,
~1!

whereA(v) is the source strength related to the surface vi-
brating velocity of the vehicle and the characteristics of the
air; Cr is the reflection coefficient of ground;r is the distance
between the vehicle and the reception point;v is the sound
frequency (52p f ); t is time; k is the wave number
(5v/c); m(v,r ) is the reduction due to air absorption or
the influence of wind, temperature, and obstacles, which can
be expressed asm(v,r )5exp(2Mv) in the simplest case
~here,M denotes the air absorption coefficient!.

The vehicles moving on the road are described by some
statistical distribution~e.g., a Poisson distribution! so the
sound pressure on the high-rise building facade from the
road can be calculated as

p~v,t !5(
s51

2

(
u51

3

(
j 51

Nsu

Asu j

expb i ~vt2ksu jr su j!c
4pr su j

'(
s51

2

(
u51

3

(
j 51

nsu

Asu j

expb i ~vt2ksu jr su j!c
4pr su j

, ~2!

E~Asu j•As8u8 j 8
* !5E~ uAsu ju2!d~s2s8!d~u2u8!d~ j 2 j 8!,

~3!

where

r su j5AD21n2~ t2tu j!
2,

~4!
D5Ad21h2.

In Eqs.~2!–~4!, the sound pressurep(r ,v,t) is assumed
to be affected only by the vehicles in the time interval@ t
2Ls /n,t1Ls /n#; j denotes an independent random time or
vehicle location. Each complex independent random variable
Asu j5(11Cr)•A•m(v,r ) corresponds to the temporal
change of theuth-type vehicles on thesth lane with an arbi-
trary density function at the distance ofr su j. Asu j* is the
complex conjugate ofAsu j, and thetu j are independent ran-
dom time variables for when the vehicle and its sound pres-
sure appears. The distancesD, d, h are shown in Fig. 1.

B. Theoretical model of sound transmission into a
high-rise building

A room with an open window on the facade of a high-
rise building can be modeled as a partially open rectangular
cavity in a rigid baffle, as shown in Fig. 2. The sound level
inside the room depends on the size of the window, the
acoustical absorptive characteristics of the walls surfaces,
and the room dimensions. Above the Schro¨der frequency, the
sound field will be diffuse. At low frequencies, the sound
pressure has distinct resonance peaks. For frequencies of in-
terest below 100 Hz, the wavelength will be greater than 3.4
m, comparable with the dimensions of the room, taken as
about 33334 m3.

As shown in Fig. 2, the room cavity has lengthl y , width
l z , and heightl x ; the open window has a heighta and a
width b. The sound pressurep(x,y,z,v,t) inside the room is
described by the wave equation:

¹2p5
1

c

]2p

]t2 , ~5!

with the boundary conditions, as follows:

nx~x50,x5 l z!52
1

irv

]p

]x U
x50,x5 lx

50,

ny~y50,y5 l y!52
1

irv

]p

]y U
y50,y5 ly

50, ~6!

nz~z5 l z!52
1

irv

]p

]z U
z5 l z

50.

FIG. 1. Sketch of a high-rise building at a traffic road.
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The solution for Eqs.~5! and ~6! inside the room will be

P~x,y,z,v!5 (
m50

`

(
n50

`

Amn exp~2 ikmnl z!cosS mpx

l x
D

3cosS npy

l y
D cos@kmn~ l z2z!#exp~ ivt !,

~7!

kmn5Ak22S mp

l x
D 2

2S np

l y
D 2

.

It should be noticed that in Eq.~7!, when k2>(mp/ l x)
2

1(np/ l y)
2, kmn is positive; when k2,(mp/ l x)

2

1(np/ l y)
2, kmn52 i •A(mp/ l x)

21(np/ l y)
22k2.

Next, the following assumptions are adopted:pin , pre,
and prad represent the sound pressure of the incident and
reflected traffic noise field and the radiated sound field at the
open window, respectively, andps5pin1pre. Parameters
v inz , v rez , andv rz represent the velocities due to the incident
and reflected traffic noise (vsz5v inz1v rez) and the velocity
of the radiated sound field (v re5v rz) in the room wherez50.
With the addition of the boundary condition of Eq.~6!, the
boundary conditions on the front open window shown in Fig.
2 are, for

S a9,x,a91a,
ly2b

2
,y,

ly1b

2 D
and

~a1a81a95 l x!,

nz~z50!5~n inz1n rez1n re!uz505nsz1n rz ,

or

nz52
1

irv

]p

]z
, ~8!

pz~x,y,0,v!5~pin1pre1p
rad

!uz505ps1prad,

and
nz~z50!50, ~9!

for

S 0,x, l x,0,y,
l y2b

2 D , S 0,x, l x ,
l y1b

2
,y, l yD ,

S 0,x,a9,
l y2b

2
,y,

l y1b

2 D ,

S a1a9,x, l x ,
l y2b

2
,y,

l y1b

2 D .

We make a coordinate transformation~see Fig. 2!,

x5X1a9, y5Y1
l y2b

2
, ~10!

and separate the wave numberk or ksu j from any one vehicle
in Fig. 1 intokx , ky , andkz as follows:

kx5ksu j

H

r su j
,

~11!

ky5ksu jA12
D2

r su j
2 , kz5ksu j

d

r su j
.

Because the facade of the high-rise building is modeled
as a baffle, the sound pressure propagates from each vehicle
on the road to the cavity, as shown in Fig. 1. Applying a
Taylor expansion to the farfield of Eq.~2! ~see Appendix A!,
we obtain

ps5pin1pre

5(
s51

2

(
u51

3

(
j 51

Nsu ~11Cr8!Asu j

4pr su j

3exp@ i ~vt2ksu jr su j!#exp@2 i ~kxx1kyy!#cos~kzz!

'(
s51

2

(
u51

3

(
j 51

Nsu 2Asu j

4pr su j
exp@ i ~vt2ksu jr su j!#

3exp@2 i ~kxx1kyy!#cos~kzz!, ~12!

where Cr8 is the reflection coefficient corresponding to the
characteristics of the building facade, and here,Cr8'1.

The sound radiation from the open window back into the
free space can be calculated using the Rayleigh integral as if
there was a virtual radiating surface on the rigid baffle.
Therefore,

prad5
ivr

2p E
S
n r z

exp~2 ikr z!

r z
ds,

~13!
r z5A~X2X8!21~Y2Y8!2,

wherev rz is the velocity in the normal direction~i.e., in the
z direction! at a point (X8,Y8) on the virtual interface~the
opening window!; r z is the distance between the point

FIG. 2. Sketch of the open window room with coordinates, parameters, and
sensor locations.
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(X8,Y8) and the receiving point (X,Y), both on the interface.
The values ofAmn in Eq. ~7! can be determined from the

boundary conditions atz50 or Z50. The detailed calcula-
tions are shown in Appendix B.

From Eq. ~7! and Eq.~B13!, the complete sound field
solution for the traffic noise transmission into a room in a
high-rise building is obtained, but the noise strength of the
transient traffic flowing must be known in advance.

C. Coherence between the sound pressure inside the
room and that outside the window

The open window can be treated as a virtual surface
sound reradiator. An assumed reference sensor is placed out-
side the window, where the impact of sound reflection to-
ward the sensor is negligible if it is properly located or di-
rected. The autocorrelation sequence of sound pressure at the
sensor can be calculated by using Eqs.~12! and~3!. Locating
the reference sensor at (X0 ,Y0 ,Z0), then

E
2`

1`

ps•ps* dt5(
s51

2

(
u51

3

(
j 51

Nsu 4uAsu ju2

16p2 E
2`

1`cos2~kzZ0!

r su j
2 dt.

~14!

The autocorrelation sequence of sound pressure at any
point inside the rectangular room in the high-rise building
can be calculated using Eqs.~7!, ~B13!, and~3!. Locating the
error sensor at (x,y,z), where the noise from the road is
considered to be cancelled in the near field or locally, and
Hmn andD1(p,q) are defined as~see Appendices B and D!

Hmn5exp~2 ikmnl z!cosS mpx

l x
D cosS npy

l y
D

3cos@kmn~ l z2z!#,
~15!

HY 5@H#5~H00,H01,H02,...,H0N ,H10,...H1N ,

H2N ,...Hmn ,...HN0 ,HN1 ,...HNN!T,

D1~pq!52
kxky

r

@exp~2 ikxa!cos~pp!21#@exp~2 ikyb!cos~qp!21#

Fkx
22S pp

a D 2GFky
22S qp

b D 2G ,

~16!
DY 15@D1#5~D1~00! ,D1~01! ,D1~02! ,...,D1~0N! ,D1~10! ,...D1~1N! ,D1~2N! ,...D1~pq! ,...D1~N0! ,D1~N1! ,...D1~NN!!

T

then

E
2`

1`

p~x,y,z,v,t !•p* ~x,y,z,v,t !dt5(
s51

2

(
u51

3

(
j 51

Nsu 4uAsu ju2

16p2

1

a2b2 FHTC2TS E
2`

1`

D1•~D1
T!* dtD ~C21!* H* G . ~17!

A definition is made forD2(p,q) ,

D2~p,q!5E
2`

1`~2kxky!

r su j
2

@exp~2 ikxa!cos~pp!21# bexp~2 ikyb!cos~qp!21c
@kx

22~pp/a!2#@ky
22~qp/b!2#

•exp@ i ~kxX01kyY0!#cos~kzZ0!dt,

~18!
DY 25@D2#5~D2~00! ,D2~01! ,D2~02! ,...,D2~0N! ,D2~10! ,...D2~1N! ,D2~2N! ,...D2~pq! ,...D2~N0! ,D2~N1! ,...D2~NN!!

T.

Therefore, the cross-correlation sequence of the sound pressure between the error sensor and the reference sensor can be
calculated by using Eq.~3!,

E
2`

1`

p~x,y,z,v!•ps* dt5(
s51

2

(
u51

3

(
j 51

Nsu 4uAsu ju2

16p2

1

ab
HTC2TD2 . ~19!

Using Eqs.~14!, ~17!, and~19!, the coherenceg2(v) can be expressed as follows:

g2~v!5
u*2`

1`p~x,y,z,v,t !•ps* dtu2

@*2`
1`ps•ps* dt#@*2`

1`p~x,y,z,v,t !•p* ~x,y,z,v,t !dt#

5
uHTC2TD2u2

@*2`
1` @cos2~kzZ0!/r 2# dt#@HTC2T~*2`

1`D1•~D1
T!* dt!~C21!* H* #

, ~20!

wherer 5Ad21h21(nt)2. @C# is the matrix of coefficients
defined in Eqs.~B8!–~B11!; H, D1, andD2 are the vectors
defined in Eqs.~15!, ~16!, and~18!, respectively.

Using the independent relationship or the orthogonal
conditions in Eq.~3! and the integrals fort or r from 2` to

1`, the coherence calculation can be greatly simplified be-
cause of the removal of the impact items from the road traf-
fic. Equation~20! also implies that the averaged coherence is
mainly determined by the locations of the room, the window,
and the road.
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III. EXPERIMENTS

To verify experimentally the present theoretical method,
we require the simultaneous measurement of sound pressures
inside the test room in a high-rise building and outside the
open window room. Two similar, empty rectangular rooms
were chosen, located on the 17th floor~Room 1704! and the
30th floor~Room 3004! in a 34 floor high-rise building. The
building is the central one of ten new, empty buildings
named Yeuliang Wan Square, located on the north side of
Coacheng Men Road in Nanjing City, China. Except for ve-
hicle traffic noise from the road, there is no obvious noise
transmitted into the rooms of the building.

Between the building and the road, there is grassland
and no other obstacles, and the distanced between the build-
ing and the road is 168 m. The two rooms studied have a
slide window centered on the south wall of the rooms facing
the road, and a door on the north back wall of the rooms.
During the measurements, the doors of the rooms were
closed and the slide windows were fully opened, as shown in
Fig. 2.

The measurements were carried out between 14:00 and
18:00, when the traffic flows on Coacheng Men Road were
1300–1950 vehicles/h. During each measurement period of
five minutes, the traffic flow numbers were obtained.

A schematic of the measurement system is shown in Fig.
3. An eight-channel digital recorder~type Sony PC208AX!16

was used for simultaneously recording the road sound pres-
sure signals inside the room and those outside the open win-
dow room. The frequency bandwidth of the PC208AX is 5
kHz at normal speed and 10 kHz at double speed. One ref-
erence sensor was set at a position of outside the open win-
dow, locating atP0(X0 ,Y0,Z0), and the other two to three
sensors were arranged inside the room for measuring the
sound pressure separately at the positions of
P1(Xi ,Yi ,Zi) ( i 51, 2, or 3!, typically representing the
different receivers that outside the opening window, that at
the center of the room, and that in front of the open window
inside the room, or that at the corner of the room. A type
2610 Bruel & Kjaer measurement amplifier was connected
between the reference sensor and the recorder. Type 2230,
type 2235, and type 2215 B&K precision sound level meters
were used to measure pressures at the center sensor, the front
sensor, and the corner sensor inside the room.

After the one-site measurements, the instruments were
moved back to the laboratory at Nanjing University. Using
an A/D card attached to the recorder, the recorded signals~on
a DAT cassette! were transmitted into a personal computer as
digital time series data. They were then used to evaluate the
expressions for the coherence in the frequency domain ac-
cording to the coherence definition.17

All the sensor locations were listed in Table I. After the
experiments, these parameters were used to compute the co-
herence between the reference sensor location
P0(X0 ,Y0 ,Z0) and the error sensor locationP1(xi ,yi ,zi)
using the proposed theoretical coherence calculation method.
In the calculation, the thickness of the window and the walls
were assumed to be the same. The mode numberm or p was
truncated at~0,1,2,...,7! andn or q, as~0,1,2,...,9!, in accor-
dance with the room dimensions. That is, the total number,
NN, is 80, chosen according to the cutoff frequencyf mn

shown in the following equations,~21! and~22!, for frequen-
cies below 200 Hz. The room dimensions in thex and y
directions18 were approximated as a case between a short
duct with one end sealed and a small rectangular room with
the door and window closed, but not completely the same as
the sound propagating in the duct or in the room because of
the open window at the other end or the wall:

f mn'
c

2
AS m

l x
D 2

1S n

l y
D 2

, ~21!

N'
4p f 2V

3c3 1
p f 2S

4c2 1
f L

8c
, ~22!

whereN is the average wave number for different frequency
f; V, S,andL are, respectively, the volume, the internal sur-
face area, and the total edge length of the rectangular room.

For programming the coherence calculation, special con-
sideration needs to be paid to Eq.~B11! since the integral has
a singularity whenX5X8 andY5Y8. The detailed calcula-
tion is shown in Appendix E.

The calculated and experimental coherence results are
shown in Figs. 4~a!–~g!. The figure shows that the coher-
ences calculated using the proposed method are generally in
good agreement with the experimental results.

FIG. 3. The schematic of an experiment for investigating the coherence of
traffic noise.
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It can be seen in Fig. 4 that the calculated coherence
values tend to be a little larger than the experimental values.
This is likely due to the simplifications and approximations
in the theoretical calculation method. For example, in the
real measurement situation, vehicles on the road would move
at a varying speed and the noise strength of any one vehicle
would also vary—this is not included in the proposed
method. Other background noise, such as stochastic horn
sounds from the vehicles~mainly lower-frequency compo-
nents! can cause the sound pressure values to give poor co-
herence between the reference sensor and the error sensor. In
addition, the difference in thickness of the open window, the
closed door, and the walls has not been considered and the
open window boundary has been treated as a rigid baffle.
Finally, sound absorption has not been included in this cal-
culation. In general, it is believed that the errors are not
serious and that acceptable values of coherence are predicted
at lower frequencies.

As can be anticipated, the calculated values at low fre-
quencies below 20–50 Hz approaching unity. The experi-
mental coherence curves at these low frequencies are low
because of the instrumental limitations of the sound level
meters.

The above comparisons demonstrate the usefulness of
the proposed method for predicting the coherence. It will be
of assistance in determining the physical limitations for the
implementation of active traffic noise control in high-rise
buildings.

IV. NUMERICAL EXAMPLE CALCULATION,
PREDICTION, AND THEIR DISCUSSIONS

In this section, the coherence functions are calculated for
a hypothetical room. The room lengthl z is 4.2 m, the width
l y is 3.3 m, and the heightl x is 2.6 m, the size of a typical
living room. The dimensions,a and b, of the open window

are 1.431.4 m2, centered in they direction, and the height
a9 of the windowsill is 0.9 m. The room is on the 20th floor
with a heighth of 53 m. The distanced between the road and
the building, is 200 m. The vehicle speedv, on the road is
assumed to be 40 km/h. A reference point outside the win-
dow was chosen atP0(X520.2 m,Y50.0 m,Z520.1 m!,
and the two receiver~observation! points inside the room
were selected atP1~x50.7 m, y53.0 m, z52.0 m!, which
could be a reasonable location for placing a bed, orP1(x
5 l x/2 m, y5 l y/2 m, z5 l z/2 m!, which is at the center of
the room. The coherence functionsg2( f ) of P1 to P0 were
calculated for frequencies below 200 Hz. The road segment
impacting the sound pressure at the receivers was chosen
with length of 2L or time of 2L/v as 300 s.

For the simulation, the mode numberm or p was trun-
cated at~0,1,2,...,7!, and n or q, at ~0,1,2,...,9!, that is, the
total number18 NN is 80.

The numerical results are shown in Fig. 5. From this
figure, we can see the tendency of the coherence curves. As
expected, the coherence at very low frequencies approaches
unity, although the results below 20 Hz have little relevance
to human hearing. When the location of receiving point
P1(x,y,z) is changed, the coherence result is also different
because of the phenomena of stationary waves.

In Fig. 5, one coherence curve has been produced as-
suming that the vehicle speedv is identically zero. The result
approaches 1.00 for all frequencies. It can be expected that
the coherence for fixed~not moving! monopoles on the road
is 1.00, so this calculation provides a check on the validity of
the proposed theory.

When the dimensions,a andb, of the open window are
chosen at 1.030.7, 1.031.4, or 1.430.7 m2, with P1(x
50.7 m,y53.0 m,z52.0 m!, the coherence curves shown in
Fig. 6 are obtained. The figure indicates that the dimensions

TABLE I. Parameters of the rooms and the locations of the sensors in the experimental building.

Room number Room 1704 Room 3004 Notesa

Room dimensions
( l x3 l y3 l z m3)

l x52.62 m
l y54.60 m
l z53.50 m

l x52.62 m
l y54.60 m
l z53.50 m

Window dimensions
(a3b m2)

a51.35 m
b51.15 m
~a951.05 m!

a51.35 m
b51.15 m
(a951.05 m!

b52.30 m when no glass window;b51.15 m when the slide window is
moved and opened completely.

Reference sensor
location
P0(X0 ,Y0 ,X0)

X050.68
Y0520.29
Z0520.10

X050.68
Y0520.29
Z0520.10

The reference sensor points were above the movable slide window surface.

X0520.20
Y0520.29
Z0520.10

The reference sensor point in room 1704 was below the windowsill.

Center sensor location
P1(x,y,z)

x51.25
y52.30
z51.75

x51.27
y52.30
z52.19

Front sensor location
P1(x,y,z)

x51.25
y52.30
z50.25

x51.24
y52.30
z50.25

Corner sensor location
P1(x,y,z)

x50.35
y50.20
z50.30

The corner point at the room 3004 was near the front wall.

aThe detailed meanings of the parameters are shown in Fig. 2.
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of the open window affects the shape of the coherence
curves.

When the location of pointP0(X,Y,Z) was changed, the
coherence results also changed. Figure 7 shows the curves
for P0(X50.700, Y520.175, Z520.100!, P0(X50.700,
Y510.175, Z520.100!, and P0(X520.200, Y50.000,
Z520.100!, all with P1(x50.7 m,y53.0 m,z52.0 m!.

Similar calculations were performed to determine the
effect of distant roads, high building floors, and different
vehicle speeds. The coherence functions were nearly inde-
pendent of the parametersh, d, andv. Although these param-
eters have little impact on the farfield coherence properties,
they do have an important effect on the spectrum of moving
vehicles in the frequency domain@see Eqs.~1! and ~2!#.
Therefore, with larger parametersh andd, and smallerv, i.e.,

a room in a very tall building with the road far away, the
sound of the road traffic noise outside the open window and
inside the room are dominated by very low frequencies, so
such situations satisfy the conditions for a high coherence.

From Figs. 5–7, we find that the coherent curves may be
the best candidates for a feedforward control strategy at very
low frequencies, at least below 150 Hz. At higher frequen-
cies, more than one reference sensor would need to be con-
sidered. It should be noted that the effect ofA weighting for
sound pressure has not been included in the calculations of
the coherence functions.

V. CONCLUSIONS

The sound field in a rectangular room caused by road
traffic noise was investigated in this paper, using wave

FIG. 4. ~a!–~g!; A comparison be-
tween the calculated coherence value
curves and the experimental ones
~—calculation; --- experiment!. ~a! On
the 17th floor,P1 at the center of the
room,P0 below the windowsill; traffic
flow is 1848 vehicles/hour.~b! On the
17th floor,P1 in the front of the room
window, P0 below the windowsill;
traffic flow is 1848 vehicles/hour.~c!
On the 17th floor,P1 at the center of
the room,P0 above the slide not open
window part; traffic flow is 1920
vehicles/hour.~d! On the 17th floor,
P1 in the front of the room window,
P0 above the slide not open window
part; traffic flow is 1920 vehicles/hour.
~e! On the 30th floor,P1 at the center
of the room,P0 above the slide not
open window part; traffic flow is 1365
vehicles/hour.~f! On the 30th floor,P1

in the front of the room window,P0

above the slide not open window part;
traffic flow is 1365 vehicles/hour.~g!
On the 30th floor,P1 at the corner of
the room,P0 above the slide not open
window part; traffic flow is 1365
vehicles/hour.
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theory, modal analysis, and a traffic noise model. A method
for predicting the coherence between the sound pressure in-
side a rectangular room in a high-rise building and that out-
side the opening window of the room was derived theoreti-
cally. Finally, the coherence functions were calculated and
verified by experiment. The experience shows that the calcu-
lated results with the proposed calculation method are gen-
erally in good agreement with the experimental results.

The new method has some distinct advantages over ex-
isting ones for such a noise transmission system. First, a
room with an open window has been studied rather than
using the front or end wall fully opened to approximate a real
open window. Second, the calculated coherence results show
that all of the items related to every one of vehicles do not
appear with the orthogonality on a road, which has made the
theoretical calculations for the coherence possible. And third,
this work has focused on the low-frequency traffic noise far
away from a road, so damping and absorption were not con-
sidered for simplicity. If the impact of damping and absorp-
tion is added, it is easy to expand the calculation to the
middle- or higher-frequency range, which could lead to a

meaningful extension to the method of prediction of traffic
noise from outdoor to indoor.

Because of the complexity of wave theory, the proposed
method or idea is mainly used for a rectangular or a regular
room. Consequently, with this approach, we can make some
preliminary qualitative predictions concerning the potential
and limitations of applying active noise control technology
to the open window room in high-rise buildings. For a room
of arbitrary shape, other methods such as FEM, BEM, or
experimental measurement should be considered, but it may
then be difficult to get a physical insight.
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APPENDIX A

We assume that a single vehicle on the road, located at
the pointR(x,y,z) ~shown in the diagram in this appendix!
can be represented as a monopole with amplitudeAsu j . The
sound is incident at anglesu i andC i on the surface~window
boundary z50!. The equation for the incoming wave is
given as

Pi~R,R0!5Asu j•exp~2 ikuR2R0u!/~4puR2R0u!,
~A1!

where

uR2R0u5A~x02x!21~y02y!21~z02z!2.

The wave reflected from the window surface with amplitude
Bsu j must have the form as follows:

Ps~R1 ,R0!5Bsu j•exp~2 ikuR12R0u!/~4puR12R0u!,
~A2!

whereuR12R0u5A(x02x)21(y02y)21(z01z)2, i.e., it is
an image of the monopole with amplitudeBsu j ; (x0 ,y0 ,z0)
is located near the boundary surface, with the assumption

FIG. 5. Calculated coherence curves of the numerical examples. Legend:
—, v540 Km/h, P1 (x50.7 m, y53.0 m, z52.0 m!/P0 (X520.2 m,
Y50.0 m, Z520.1 m!; ---, v540 Km/h, P1 (x5 l x/2 m, y5 l y/2 m, z
5 l z/2 m!/P0 (X520.2 m, Y50.0 m, Z520.1 m!; --•--, v50 Km/h,
P1 (x50.7 m,y53.0 m,z52.0 m!/P0 (X520.2 m,Y50.0 m,Z520.1 m!.

FIG. 6. Coherence curves of the numerical example with changes ofa and
b; P1 (x50.7 m, y50.3 m, z52.0 m!/P0 (X520.2 m, Y520.175 m,
Z520.1 m!. Legend: —, a51.0, b50.7; ---, a51.0, b51.5; --•--, a
51.4, b50.7.

FIG. 7. Coherence curves of the numerical example with changes ofP0

locations when P1 (x50.7 m, y53.0 m, z52.0 m! and a3b51.4
31.4 m2. Legend: —, P0 (X50.700, Y520.175, Z520.100); ---,
P0 (X520.200, Y50.000, Z520.100); --•--, P0 (X50.700, Y
510.175, Z520.100).
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that the surface of the open window has an average reflection
coefficientCr8, andCr85Bsu j /Asu j .

The farfield pressures at the boundary can be obtained
by expanding the distancesuR2R0u anduR12R0u for larger.
Thus

uR2R0u'r ~12x•x0 /r 22y•y0 /r 22z•z0 /r 2!, ~A3!

where r 5Ax21y21z2. A similar expression foruR12R0u
can be obtained withz replaced by2z. The farfield pres-
sures in the case of the open window boundary are then
obtained by substituting these expansions into Eqs.~A1! and
~A2!. That is,

Pi~r ,u i ,C i !5Asu j•exp~2 ikr !exp@2 ik~x sinu i•cosC i

1y sinu i•sinC i1z cosu i !#/4pr ,

Ps~r ,u i ,C i !5Cr8•Asu j•exp~2 ikr !exp@2 ik~x sinu i

•cosC i1y sinu i•sinC i2z cosu i !#/4pr .

The total pressure in the farfield is

P~R,u i ,C i !5Pi~R,u i ,C i !1Ps~R,u i ,C i !

5Asu j•exp~2 ikr !exp@2 ik~x•sinu i•cosC i

1y•sinu i sinC i !#@exp~2 ikz cosu i !

1Cr8 exp~1 ikz cosu i !#/4pr

5Asu j•exp~2 ikr !exp@2 i ~kx•x1ky•y!#

•exp~2 ikz•z!1Cr8 exp~1 ikz•z!]/4pr .

~A4!

If Cr50, the boundary is soft,

P~R,u i ,C i !5Asu j•exp~2 ikr !exp@2 ik~x•sinu i•cosC i

1y•sinu i sinC i1z cosu i !#/4pr

5Pi~R,u i ,C i !,

i.e., there exists only an incident wave. And ifCr51, the
boundary is hard,

P~R,u i ,C i !5Pi~R,u i ,C i !1Ps~R,u i ,C i !

5Asu j•exp~2 ikr !exp@2 ik~x•sinu i•cosC i

1y•sinu i sinC i !#cos~k•z•cosu i !/2pr .

In order to simplify the solution for the low-frequency noise,
the open window boundary is assumed to act as a rigid
baffle, where the velocity in the normal direction will be zero
~such an approximation has been applied by Kropp and Ber-
illon in Ref. 12!, so thatCr8'1.

Using Eq.~11! from earlier in the text, one can get Eq.
~12! as

ps5pin1pre

5(
s51

2

(
u51

3

(
j 50

Nsu 2Asu j

4pr su j
exp@ i ~vt2ksu jr su j!#

3exp@2 i ~kxx1kyy!#cos~kzz!.

APPENDIX B

From Eq.~7!,

p~x,y,0,v,t !5 (
m50

`

(
n50

`

Amn exp~2 ikmnl z!

3cosS mpx

l x
D cosS npy

l y
D cos~kmnl z!exp~ ivt !.

~B1!

For p(x,y,0,v,t), a limited Fourier cosine transforma-
tion is made to simplify the calculation by using orthogonal-
ity:

Pm8n85E
0

aE
0

b

p~x,y,0,v!cosS m8pX

a D
3cosS n8pY

b Dexp~ ivt !dX dY

5
m5m8,n5n8

Pmn5abAmn exp~2 ikmnl z!

3cos~kmnl z!I 1~m!I 2~n!exp~ ivt !, ~B2!

where the detailed expressions forI 1(m) and I 2(n) are rep-
resented in Appendix C. Then, making an inverse limited
Fourier Cosine transformation toPmn , we can get

p~X,Y,0,v,t !5 (
m50

`

(
n50

`

KK8Amn exp~2 ikmnl z!

3cos~kmnl z!I 1~m!I 2~n!

3cosS mpX

a D cosS npY

b Dexp~ ivt !,

~B3!

where

KK855
1 ~when m50 and n50!,

2 (when m50 and nÞ0, or

mÞ0 and n50),

4 ~when mÞ0 and nÞ0!.Diagram 1: sound reflecting by a window open surface.
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Similarly, vz52(1/irv)(]p/]z),

vz~X,Y,0,v,t !52
1

irv (
m50

`

(
n50

`

Amnkmn exp~2 ikmnl z!

3cosFmp

l x
~X1a9!GcosFnp

l y
S Y1

l y2b

2 D G
3sin~kmnl z!exp~ ivt !. ~B4!

For vz(X,Y,0,v,t), a limited Fourier cosine transforma-
tion is made to simplify the calculation by self-orthogonality:

Vzm9n9
5E

0

aE
0

b

vz~x,y,0,v!cosS m9pX

a D
3cosS n9pY

b Dexp~ ivt !dX dY

5E
0

l xE
0

l y
vz~x,y,0,v!cosS m9p

a
~x2a9! D

3cosS n9p

b S y2
l y2b

2 D Dexp~ ivt !dx dy,

~B5!

5
m5m9,n5n9

Vzmn
52

l xl y

rv
Amnkmn exp~2 ikmnl z!

3sin~kmnl z!II 1~m!II 2~n!exp~ ivt !,

where II1(m) and II2(n) are presented in Appendix C. Then,
an inverse-limited Fourier cosine transformation is made to
vzmn

, giving

vz~X,Y,0,v,t !52
l xl y

iabrv (
m50

`

(
n50

`

KK8Amnkmn

3exp~2 ikmnl z!sin~kmnl z!II 1~m!II 2~n!

3cosS mpX

a D cosS npY

b Dexp~ ivt !. ~B6!

Substituting Eqs.~11!, ~12!, ~13!, ~B1!, ~B3!, ~B6!, and
vsz

52(1/irv)(]ps /]z)uz5050 into the successive condi-
tions in Eqs.~8! and~9!, one can get an infinite set of linear
equations forAmn :

(
m50

`

(
n50

`

Cmn~p,q!Amn5D~p,q!, ~B7!

Cmn~p,q!5@C1~p,q!d~p2m!d~q2n!

1C2~m,n!C3~m,n!#, ~B8!

where

C1~p,q!5exp~2 ikpql z!cos~kpql z!I 1~p!I 2~q!, ~B9!

C2~m,n!5KK8
l xl y

2pa2b2 kmn exp~2 ikmnl z!sin~kmnl z!

3II 1~m!II 2~n!, ~B10!

C3~m,n!5E
S
E

S8

cosS mp

a
XD cosS np

b
YD cosS mp

a
X8D cosS np

b
y8D

r z
exp~2 ikr z!dS dS8, ~B11!

Dpq5
1

ab (
s51

2

(
u51

3

(
j 51

Nsu 2Asu j

4pr su j
exp@2 iksu jr su j#•expF2 i S kxa91ky

l y2b

2 D G
3

~21!kxky@exp~2 ikxa!cos~pp!21#exp~2 ikyb!cos~qp!21]

Fkx
22S pp

a D 2GFky
22S qp

b D 2G , ~B12!

and m,s,p,q50,1,2,...,̀ . For low-frequency traffic noise,
m, n, p, andq can be truncated as 0,1,2,...,N. Consequently,
Eqs. ~B7!–~B12! can be written in a more compact matrix
form. Let us define

DW 5@D#5~D00,D01,D02,...,D0N ,D10,...D1N ,

D2N ,...DN0 ,DN1 ,...DNN!T,

AW 5@A#5~A00,A01,A02,...,A0N ,A10,...A1N ,

A2N ,...Amn ,...AN0 ,AN1 ,...ANN!T,

@C#5@C00~p,q!,C01~p,q!,...,C0N~p,q!,

C10,...C1N ,...Cmn~p,q!...CN0 ,...CNN#T,

so

A5C2TD. ~B13!

APPENDIX C:

Equation~B2! is simplified by the following derivations:
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E
0

a

cosFmp

l x
~X1a9!GcosFmpX

a GdX5a ~m50!

5
mÞ0 alx

mp~a2 lx !
sinS amp

2lx
2

mp

2 D cosFmp~a12a9!

2lx
2

mp

2 G
1

alx
mp~a1 lx !

sinS amp

2lx
1

mp

2 D cosFmp~a12a9!

2lx
1

mp

2 G , ~C1!

E
0

b

cosFnp

l y
S Y1

ly2b

2 D GcosFnpY

b GdY5b ~n50!

5
nÞ0 bly

np~b2 ly !
sinS bnp

2ly
2

np

2 D1
bly

np~b1 ly !
sinS bmp

2ly
1

np

2 D cos@np#. ~C2!

We define

I 1~m!55
1 ~m50!,

l x

mp~a2 lx !
sinS amp

2lx
2

mp

2 D cosFmp~a12a9!

2lx
2

mp

2 G
1

l x

mp~a1 lx !
sinS amp

2lx
1

mp

2 D cosFmp~a12a9!

2lx
1

mp

2 G ~mÞ0!;

~C3!

I 2~n!5H 1 ~n50!,

l y

np~b2 ly !
sinS bnp

2ly
2

np

2 D1
l y

np~b1 ly !
sinS bmp

2ly
1

np

2 D cos@np# ~nÞ0!.
~C4!

Equation~B5! is simplified by the following derivations:

E
0

lx

cosFmp
l x

xGcosFmp
a ~x2a9!Gdx5 l x ~m50!

5
mÞ0 alx

mp~a1 lx !
sinS a1 l x

2a
mp D cosS a1 l x22a9

2a
mp D

1
alx

mp~a2 lx !
cosS a2 l x12a9

2a
mp D sinS a2 l x

2a
mp D ; ~C5!

E
0

ly

cosF np

l y
yGcosFnp

b S y2
ly2b

2 D Gdy5 l y ~n50!

5
nÞ0 bly

np~b1 ly !
sinS b1 l y

2b
np D cos~np!1

bly
np~b2 ly !

sinS b2 l y

2ly
np D . ~C6!

We define

II 1~m!5H 1 ~m50!,

a

mp F 1

~a1 lx !
sinS a1 l x

2a
mp D cosS a1 l x22a9

2a
mp D1

1

~a2 lx !
cosS a2 l x12a9

2a
mp D sinS a2 l x

2a
mp D G ~mÞ0!;

~C7!

II 2~n!5H 1 ~n50!,

b

np F 1

~b1 ly !
sinS b1 l y

2b
np D cos~np!1

1

~b2 ly !
sinS b2 l y

2ly
np D G ~nÞ0!.

~C8!
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APPENDIX D:

In order to apply Eq.~3! to remove the termuAsu ju2, the following deduction is made for Eq.~17!:

E
2`

1`

p~x,y,z,v,t !•p* ~x,y,z,v,t !dt5E
2`

1`

~HTA!~HTA!* dt

5E
2`

1`

~HTA!@~HTA!* #T dt

5E
2`

1`

HT~C2TD1!@~C2TD1!TH#* dt

5E
2`

1`

HT~C2TD1!@D1
TC21H#* dt

5HTC2TF E
2`

1`

D1~D1
T!* dtG~C21!* H* . ~D1!

APPENDIX E:

For Eq.~B11!,

C3~m,n!5E
S
E

S8

cosS mp

a
XD cosS np

b
YD cosS mp

a
X8D cosS np

b
Y8D

r z
exp~2 ikr z!dS dS8. ~E1!

For the separated part where (r z'0) or (X'X8 andY'Y8):

'
a

step1

a

step2

b

step1

b

step2
E

0

step1E
0

step2E
0

step1E
0

step2
cos2S mpX

a D cos2S npY

b D exp~2 ikr z!

r z
dX dY dX8 dY8

5S ab

step1•step2
D 2E

0

step1E
0

step2
cos2S mpX

a D cos2S npY

b DdX dYE
0

2pE
0

R

exp~2 ikr z!du drz

5
2p i

k S ab

step1•step2
D 2

@exp~2 ikR!21#Fstep1

2
1

a

4mp
sinS 2mp•step1

a D GFstep2

2
1

b

4np
sinS 2np•step2

b D G , ~E2!

wherestep1 andstep2 denote the smallest unit by which the parametersa andb are divided into small parts, respectively.
BecausedS5dS85pR2'step1•step2,

R5Astep1•step2

p
. ~E3!
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Fuzzy models for accumulation of reported community noise
annoyance from combined sources
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9000 Gent, Belgium
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Many scientists have investigated noise annoyance caused by combined sources. However, general
annoyance reported in a social survey still has many unknown features. In this work the cognitive
process involved in coming to a general noise rating based on a known, in context, rating of
annoyance by particular sources is studied. A comparison of classical and fuzzy models is used for
this. The new fuzzy linguistic models give a meaning to the successful strongest component or
dominant source model that was used in previous work. They also explain to some extent particular
features not included in that previous model. The variance not predicted by the fuzzy linguistic
model is contrasted with personal data of the test subjects~age, gender, and education level! and the
context of the question in the questionnaire. Only age seems to play a significant role. ©2002
Acoustical Society of America.@DOI: 10.1121/1.1506366#

PACS numbers: 43.50.Qp, 43.50.Rq@MRS#

I. INTRODUCTION

The assessment of human reaction to a combination of
sound originating from different~types of! sources has been
a topic of debate for many years. Both laboratory studies and
field research have been used to address the problem.

Laboratory studies have used a variety of well-
controlled stimuli and assess both loudness and annoyance
experience by a group of test subjects.1–3 Several interesting
review articles have been published, comparing the models
resulting from this research.4–6 The classical models used as
a reference in this paper are extracted from these studies.

Total noise annoyance reported in social surveys tends
to be less accurately predicted using models such as those
proposed in Refs. 1–3. This should not surprise the reader
too much since several conditions differ significantly be-
tween laboratory research and social survey reports. Several
authors have outlined complications that arise in field re-
search on combined noise exposure. Ratings for combined
annoyance that are lower than expected or even lower than
the annoyance caused by one of the sources alone often oc-
cur. This is called the principle of compromise by some
authors.4 Others refer to the context in which the annoyance
question is presented to the subject as its cause. The wording
of annoyance questions and the interpretation of them by
subjects may at least partly explain the combined noise
sources paradox.7 Exposure is less clear in field situations
than in well-controlled laboratory setups. This may include
different time windows for the contributing sources or differ-
ent direction of incidence. Aircraft noise may be heard all
around the house, for example, while road noise is present
only in front of the fac¸ade. Finally, it has also been proposed

that additional elements such as attitude, social environment,
and lifestyle8 or general and specific noise sensitivity9 may
influence the global noise annoyance judgement of combined
sources.

Inspired by the difficulties encountered in interpreting
and predicting the response to community noise in general as
observed by social surveys, some authors have argued that
such efforts should not be made all together. They argue that
the fundamental annoyance experience is always related to a
particular source~traffic, neighbors,̄ ! and that asking for a
combined rating forces subjects into some kind of math-
ematical exercise they are not really able to perform. How-
ever, when analyzing the quality of the living environment or
predicting the impact of a particular policy~e.g., pushing
freight transport from road to rail! noise is only a tiny part of
the picture. Hence, aggregation of the impact of all sources is
required to allow comparing it to other environmental issues.
It makes sense to use the opinion of the public as a guideline
for this aggregation. Many surveys concerning the quality of
life include only questions about the general appreciation of
the noise environment. The development of better models for
annoyance accumulation remains an important topic of re-
search because it can help to understand how people aggre-
gate and improve total noise impact prediction.

In this paper we introduce a fuzzy rule based model to
predict the outcome of a general noise annoyance question in
a social survey based on the knowledge of the level of an-
noyance caused by various individual sources. Rule-based
systems are used in artificial intelligence to make predictions
based on expert knowledge and classical logic reasoning. A
fuzzy rule based model extends classical logic and reasoning
to noncrisp variables. The level of noise annoyance indicated
by a word ~linguistic term!, is a typical example of such a
noncrisp or fuzzy quantity. This paper does not include ana!Electronic mail: dick.botteldooren@intec.rug.ac.be
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investigation of the relation between exposure and annoy-
ance nor the modifiers that may influence this relation. Re-
cent work in this field may be found in Refs. 10, 11. The
proposed model thus focuses on the cognitive processes in-
volved in general noise annoyance judgement. A subset of
the available classical models is reinvestigated for a compari-
son. Particular attention is paid to the observation that re-
ported general annoyance could be weaker than the stronger
partial annoyance. We will refer to this as context depen-
dence since this is the term most often encountered in a
fuzzy system. Related terms used in other publications are
‘‘principle of compromise’’ and ‘‘dependence on frame of
reference’’ or ‘‘combined noise sources paradox.’’ The con-
clusion section elaborates further on the more precise choice
of words that may best describe the accumulation effect in
general.

II. THE SOCIAL SURVEY

A. Survey

A social survey was conducted with 3200 people in
Flanders, Belgium. The general topic of the survey was the
influence of odor, noise, and too much light on the living
environment. The survey was presented as such to the sub-
jects. The selection of subjects was done in two stages. In a
first stage households were randomly selected. The member
of each selected household aged above 16 that had its birth-
day coming up first was contacted by telephone, convincing
him or her to participate in the study. This process was re-
peated, making sure that the sample was representative on
the demographic factors age, gender, and province. The se-
lected subjects were then sent the questionnaire by mail.
They were reminded to participate in the survey after three
weeks by telephone if they did not send the questionnaire
back promptly. Finally, 64% of the questionnaires that were
sent out, were received.

The survey was part of the Investigation of the Environ-
mental Living Quality performed on behalf of the Flemish
Environmental Administration~AMINAL ! by Deloitte &
Touche and M.A.S.

B. Noise annoyance questions

The questions of importance for this study are the gen-
eral noise annoyance question and the questions concerning
noise annoyance by particular sources.

The general noise annoyance question appears on the
first page of the questionnaire and is preceded by two ques-
tions only.12 The first one inquires about the general appre-
ciation of the living environment. The second one asks
whether the subject would stimulate a friend to live in this
neighborhood and why~why not!. There is no filter question.
The general noise annoyance question then appears in a
group of three questions concerning odor, noise, and light in
that order. The formulation of the question is in overall

agreement with the ICBEN recommendation put forward in
Ref. 13: ‘‘Als u denkt aan de voorbije 12 maanden, in welke
mate bent u gehinderd of niet gehinderd door geluid in en om
uw woning?’’~When thinking about the past 12 months, how
annoyed or not annoyed are you by noise in and around your
home! and the subjects are asked to answer this question
using a five-point categorical scale.

The question concerning noise annoyance by particular
sources follows on the third page, the second page being
devoted to coping, change in situation, and description of the
living environment. With this arrangement subjects do not
see the detailed list while answering the total annoyance
question unless they turn back to the first page after reading
the third one. A small prestudy learned that the majority of
subjects tend to fill in the written questionnaire from begin-
ning to end without ever returning to previously answered
questions. The wording of the detailed annoyance question
is: ‘‘In volgende tabel worden enkele mogelijke bronnen van
geluidshinder aangegeven. Als u denkt aan de voorbije 12
maanden, hoe gehinderd of niet gehinderd bent u door het
geluid van de volgende bronnen in en om uw woning’’~The
following table contains a number of possible sources of
noise annoyance. When thinking about the past 12 months,
how annoyed or not annoyed are you by the sound of the
following sources in and around your house! and it is fol-
lowed by a list of sources: road traffic, air traffic, railway
traffic, etc. For reasons out of our control, the list contains a
few very specific sources that are not expected to cause much
annoyance.

At the end of the list of named sources of noise annoy-
ance the possibility was given to the subjects to add addi-
tional sources also rating them on a five-point annoyance
scale.

The answers to these annoyance questions will be la-
beledAt andAs , wheret refers to the overall annoyance and
s runs over all sources.

C. Overview of the annoyance data

To report on the results of this survey, the most similar
terms in English for the five Dutch modifiers used for label-
ing the answer categories~‘‘helemaal niet’’, ‘‘een beetje’’,
‘‘tamelijk’’, ‘‘ernstig’’, ‘‘extreem’’ ! will be used. Similarity is
defined in a fuzzy set theoretical way.14 The resulting labels
arenot at all, slightly, fairly, strongly, andextremely.

Table I shows the number of test subjects in each re-
sponse category for all sources considered and for the gen-
eral noise annoyance question. The data contain much more
subjects who rated their noise annoyance rather low com-
pared to the number of subjects who rated their noise annoy-
ance in the higher categories. This will have to be taken into
account when evaluating the performance of models. The
fact that the data is representative for the population of a
larger region~Flanders! rather than being focused on noisy
areas, distinguishes this research from the bulk of studies
carried out in this field. Our results could be influenced by it
in the following way. Inevitably there will be more
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low-exposure situations in the dataset. In most cases low
exposure means fewer events, leaving the time in between
quiet for observing other noise sources. The simultaneous
occurrence of the noise of each of the separate sources, the
typical stimulus in laboratory research, will be rare at low
exposure levels.

Out of the test subjects that participated in the survey,
52% were female. Their age was 16 and older with a distri-
bution corresponding to the demography of the Flemish
~northern part of Belgian! population~16–30: 11%, 30–50:
45%, 50–65: 28%, above 65: 16%!.

III. QUALITY MEASURES FOR PREDICTION MODELS

Models for the accumulation of community noise annoy-
ance can be compared on the basis of their success in pre-
dicting the outcome of surveys such as the one described
above. In Ref. 15 the reader is warned about the use of a
correlation between model results and data as a measure of
quality for models. In Ref. 4 this observation leads the au-
thors to the conclusion that model building blocks and prin-
ciples must be evaluated on their theoretical soundness as
well. In other words, the theory behind a model is as impor-
tant as its success in predicting measurements.

In this work the concern on generalization and a strong
theoretical foundation of the model led to the rejection of
general purpose methods such as fuzzy clustering or~fuzzy!
neural networks. These models are popular tools for extract-
ing ~nonlinear! knowledge from a dataset, but lack the con-
straint of an underlying theoretical model.

Although the criterion of solid and sound foundations
will be important for comparing models, checking their per-
formance in predicting experimental results remains neces-
sary. Two measures of model performance are used in this

work. The first is a quadratic prediction error weighted by
the occurrence of each level of annoyance in the dataset,

A(
i 51

N
~At,i2At,i

m !2

n~At,i
m !

, ~1!

where the superscriptm refers to the measured value,N is the
number of subjects, and the functionn(x) represents the
number of subjects reporting annoyance in categoryx. The
index i runs over all subjects. This error measure is less
tolerant than correlation since it does not allow for a scaling
factor.

The second performance measure is a weighted number
of correctly predicted survey results. Here again the weight-
ing takes into account the occurrence of each of the five
levels in the dataset,

(
correctly predicted

N/5

n~At,i
m !

. ~2!

Fuzzy models can only be analyzed in this way if their out-
put is defuzzified first. In this process some of the informa-
tion in the result is ignored. As will be explained in detail
below, the result of a fuzzy model is a possibilityP for each
of the five categories to be given by the subject as their
general noise annoyance rating. A useful prediction error is
defined as the summation of two contributions:

TABLE I. Occurrence of all levels of annoyance for the individual sources and the general noise annoyance
rating available in the database.

Not at all Slightly Fairly Strongly Extremely Incorrect

Noise in general 1071 1086 600 304 68 79
Road traffic 1239 953 546 322 71 77
Rail traffic 2585 304 78 24 5 212
Air traffic 2139 566 195 77 21 210
Water traffic 2929 32 3 1 1 242
Truck loading and unloading 2594 307 96 49 17 145
Small businesses 2762 182 56 15 8 185
Factories 2683 211 84 41 9 180
Commerce 2838 126 33 19 6 186
Building activities 2605 274 80 45 10 194
Dancing halls 2917 97 28 14 14 138
Restaurants and cafes 2850 148 35 21 8 146
Entertainment parks 3031 12 1 4 0 160
Fancy fairs and festivals 2699 267 54 20 10 158
Sports events 2869 146 28 9 3 153
Car and motor race tracks 2936 80 15 7 4 166
Agriculture equipment 2634 359 59 9 4 143
Farm animals 2873 129 32 10 4 160
Stable ventilators 2989 35 10 4 1 169
Playing children 2608 324 67 22 3 184
Pet animals 2134 623 182 75 28 166
DIY noises 2369 483 107 39 16 194
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whereL is one of the five category labels and the maximum
is taken over all labels not corresponding to the measured
level of total annoyance. The first term is a summation
~weighted as before! of the difference between the highest
predicted possibility for a category that turns out not to be
the one chosen by the subject and the predicted possibility
for the measured annoyance category. The normalization
measures the average range by summing absolute values.
The second term is a weighted number of incorrect predic-
tions ~defuzzified! multiplied by a constanta.

IV. CLASSICAL MODELS

A. Strongest component

The strongest component or dominant source model can
take two forms. The perceptual form that is of concern in this
paper simply states that the level of general noise annoyance
reported by a test subject is the strongest of the annoyance
caused by any of the particular noise sources that the subject
may be exposed to

At5max
s

~As!. ~4!

Several authors have reported very successful prediction of
annoyance accumulation1,5 using the strongest component
model both in field study and in lab research, especially
when one of the sources dominates. The theoretical back-
ground of this model is nevertheless very weak and one can
even argue that it is counterintuitive. Indeed, one expects
several sources of comparable~but unequal! loudness to re-
sult in higher annoyance than the annoyance caused by the
loudest source.

The quality of the strongest component model for pre-
dicting the survey results studied here, is also reasonably
high ~Table II!. In Fig. 1 the reported general noise annoy-
ance is compared to the predicted general noise annoyance
by showing the number of observations for each combina-
tion. The occurrence is scaled to take into account the num-
ber of observations involving each annoyance level that is
available in the database. From the figure it is obvious that

the model overestimates general annoyance and that this
overestimation is independent of the annoyance level. As
mentioned in the Introduction, many authors observed this
and gave different explanations for it. This will be a main
focal point when deriving the fuzzy models.

B. Vector summation model

The vector summation model has a more general back-
ground in perception research~noise, odor, binocular
brightness,...!.1 For two sources causing annoyance levelsAi

and Aj , the vector summation model predicts the general
annoyance to be

At5~Ai
21Aj

212AiAj cosa i j !
1/2, ~5!

wherea i j is a constant that depends on the combination of
sources. This constant has to be determined from experimen-
tal data. Values fora i j of about 90° have been found16 for
the summation of loudness and annoyance as occurring in
field conditions; that is, in the presence of other sources that
may partly mask the loudness. Increasing the constant above
90° can lead to a general annoyance that is lower than the
strongest component or dominant source method, thus indi-
rectly solving the overestimation problem mentioned in Sec.
IV A. A generalization of this model to more than two
sources is a rather cumbersome task. Ifa i j 590 for all i and
j, it can reasonably be assumed that then noise sources span
an n-dimensional space thus leading to the extended model

FIG. 1. Relative occurrence of various combinations of predicted~strongest
component! and reported general annoyance; the area of the bubbles is
proportional to the percentage shown.

TABLE II. Quality of classical models for predicting annoyance accumula-
tion as reported in the social survey. The value between parentheses is the
prediction error for the training set~2000 samples!.

Prediction error Correctly predicted

Strongest component 2.17 55.5%
Vector summation 4.97 24.1%
Vector summation scaled 4.06 34.1%
Linear regression 2.40~2.43! 42.2%
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, ~6!

where the summation runs over all sources. This extension is
both associative and symmetric.

Table II also includes the performance of the vector
summation model for predicting the general noise annoyance
reported in the survey based on the known annoyance caused
by a selection of community noises. Both the prediction error
and the percentage correctly predicted general annoyance
levels are significantly worse than for the strongest compo-
nent model. From Fig. 2 which shows the relative occurrence
of each combination of predicted and reported general an-
noyance level, it becomes clear that a general overestimation
is the problem. Since the vector summation model is based
on simultaneous exposure to all sources and does not include
any form of compromise, an overestimation could indeed be
expected. The difference between model and survey in-
creases with the general noise annoyance level. Including a
linear scaling~by a factor 0.59! as a first attempt to describe
a compromise, the prediction error reduces to 3.97, which is
still worse than the performance of the strongest component
model. Figure 3 reveals that the scaled model still overesti-
mates the lowest annoyance levels~in particular, ‘‘not at all
annoyed’’!.

Changing thea i j for all combinations of sources would
improve the performance of a vector summation model.
However, it is not clear how this should be done in a multi-
source~more than two source! environment and therefore we
do not elaborate further on this possibility.

C. Summation and inhibition model

The summation and inhibition model proposed by
Powell2 is a two-step model. In a first step, the annoyance by
each source as heard within the total sound is calculated.
This process involves partial masking. Then these annoyance
levels are arithmetically summed to obtain general or total
annoyance. In a field study, reported annoyance by a single

source is already annoyance as heard within the total sound
so the first step becomes obsolete. Moreover, due to temporal
mismatch, partial masking will seldom occur. Hence the
model reduces to a special case of the linear regression
model discussed below.

D. Linear regression model

All previously described models have the disadvantage
that they do not allow us to differentiate between sources.
They implicitly assume that the reported level of annoyance
has exactly the same meaning for all sources of noise. More-
over, they assume that this annoyance contributes equally to
the general appreciation of the noise climate. A straightfor-
ward multiple linear regression model describes the global
annoyance as a weighted sum~and thus allows to differenti-
ate between sources!,

At5(
s

wsAs , ~7!

with ws a set of well-chosen weights. There is no perceptual-
cognitive theory underlying this model, which makes it less
valuable in view of the quality measure introduced in Sec.
III. In Ref. 17, the weights in a multiple linear regression are
related to the ‘‘on-time’’ of the sources. The importance of
‘‘on-time’’ is confirmed by the analyses of the cognitive pro-
cesses involved in global noise annoyance judgments by
Hallman et al.18 These authors find that permanence of the
noise is among the four most important factors in the process
of arriving at a global noise annoyance judgement.

The weights in the linear regression model are extracted
from 2000 randomly selected records in the survey database.
Performance is measured on the full database and is shown
in Table II. The prediction error is slightly higher for the
linear regression model than for the strongest component
model. Prediction error on the 2000 sample training set is a
little higher than prediction error on the remainder of the
database, which indicates that the model generalizes quite
well, or, in other words, does not overfit the data. The per-

FIG. 2. Relative occurrence of various combinations of predicted~vector
summation, 90°! and reported general annoyance; the area of the bubbles is
proportional to the percentage shown.

FIG. 3. Relative occurrence of various combinations of predicted~vector
summation, 90°, linearly scaled! and reported general annoyance; the area of
the bubbles is proportional to the percentage shown.
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centage correctly predicted general annoyance response is
significantly worse than for the strongest component model.
In Fig. 4, the reported general noise annoyance is compared
to the predicted general noise annoyance by showing the
relative number of observations for each combination. At
low annoyance levels the overestimation is reduced com-
pared to the strongest component model. At high annoyance
levels, however, the predicted noise annoyance is, on aver-
age, higher than the reported one. Moreover, the linear re-
gression model tends to generate a number of far-off predic-
tions.

The weights,ws , that were extracted are shown in Fig.
5. The figure also contains the average annoyance level. The
correlation between weight and average annoyance is very
low (r 250.16), indicating that the weighted average does
not favor highly annoying or very common sources. Extract-
ing weights by optimizing the prediction error is rather
tricky. Some of the factors may not influence the result
strongly enough for the minimum to be very clear. This may
occur for sources of sound that are rare~no exposure! or not
annoying or have a different character in different situations
~for different test subjects!. The more elegant way to illus-
trate how accurately one can expect the weights to be deter-
mined is to include the interval that makes the prediction
error deviate a fixed amount from its minimum. Here a 1%
deviation is used to obtain the sensitivity interval shown as
error bars in the figure.

Trying to explain the weights in terms of ‘‘on-time’’
seems to work to some extent. Indeed, road traffic noise gets
a higher weight than air traffic noise, which, in turn, seems
more important than rail traffic noise. When exposed to these
sources, this is indeed proportional to the ‘‘on-time’’ that one
can expect. For other sources ‘‘on-time’’ does not seem to be
an adequate explanation. Industrial noise, for example, has a
rather low weight while the ‘‘on-time’’ of the noise is long
when the source is present. The noise from dancing halls gets
a high weight, which indicates that ‘‘on-time’’ must be inter-
preted in a time window that spans minutes or hours rather

than weeks. The in-between weight found for pet noises and
do-it-yourself noise is also consistent with such an interpre-
tation.

When introducing the fuzzy model in the next section a
more general interpretation of the weights will be given.

V. FUZZY MODELS

A. Formulation of the strongest component model in
classical logic

The simplicity and relative success of the strongest com-
ponent model suggests using it as a starting point for deriv-
ing a fuzzy annoyance accumulation model in a formal way.
The maximum-operator in~4! is a mathematical construct
that has become very common in everyday tasks performed
by many people. However, an explicit formulation using
classical logic may be more closely related to the cognitive
task that is performed when a subject tries to answer a gen-
eral noise annoyance question. In language the strongest
component model is equivalent to using the following set of
logical rules:

FIG. 4. Relative occurrence of various combinations of predicted~linear
regression! and reported general annoyance; the area of bubbles is propor-
tional to the percentage shown.

FIG. 5. Average annoyance and weightsws in a linear regression; the error
bar corresponds to a change inws that changes the prediction error by 1%.
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In mathematical form this reads, fori 55,4,...,1, as

If S ∨
s
~As is Li ! DThen At

n is Li Unless At is S ∨
j . i

L j D ,
~8!

whereLi is the i th element in the array of the possible de-
grees of annoyance$not at all, slightly, fairly, strongly, ex-
treme%. In Eq. ~8! the symbol∨ is used for the logicalOR
operator. The antecedent is TRUE if any of the noise sources,
s, is ratedLi annoying.At

n is the new estimate for the general
noise annoyance. These logical equations can only be ex-
ecuted in the order indicated, that is, fromextremeto not at
all. Finally, all estimates forAt must be aggregated to a
single result. In classical logic, only one rule will fire so this
operation is trivial.

In preparation of the fuzzification that will be introduced
in the next section, the ‘‘If...Then...Unless...’’ rule described
by Eq. ~8! can be transformed to a conjunction of two ‘‘If...
Then...’’ expression:

If H F∨s ~As is Li !G∧FAt is ¬ S ∨
j . i

L j D G J Then At
n is Li ,

~9!

If H F∨s ~As is Li !G∧FAt is S ∨
j . i

L j D G J Then At
n is ¬ Li ,

~10!

where the symbols∨, ∧, and¬ are used to indicate logical
OR, AND, andNOToperators. The necessity of rule~10! can
be argued. Alternatively, the consequent of this second rule
may readAt is unknownor unspecified.

B. Fuzzifying the logic model

The classical logic model is now fuzzified. To illustrate
the possible benefit of this action, consider the following
situation. Assume that a person has primary knowledge on
the meaning of words describing the degree of annoyance
that a person can experience. But assume also that he or she
only knows about a single relation: IF annoyance by road
traffic noise isextremeTHEN general annoyance isextreme.
Given the fact that road traffic noise annoyance isstrong, can
this person give any information on the expected general
annoyance? In classical logic the answer is clearly NO. Since
the condition that is stated in the antecedent of the single
known rule, is not met, the rule does not fire, and no infor-
mation becomes available. A human reasoner may argue that
strong is not that much weaker thanextremeso it is possible

to some extent that the consequent is true. He or she may
also argue that sincestrong is weaker thanextreme, the con-
sequent of the rule is also weakened to read ‘‘general annoy-
ance isstrong.’’ Finally the human reasoner may conclude
that sincenot at all or slightly are so different fromextreme
it is unlikely that general noise annoyance will take these
values.

The above example illustrates why fuzzy logic is such
an interesting approach for the problem addressed in this
paper. Fuzzy logic provides the mathematical background to
imitate human-like reasoning.22 Because of this, a fuzzy rule
based model is also very well suited to construct a model that
wants to imitate human cognition.

A first step in the fuzzification process consists in fuzzi-
fying the facts, e.g.,As is Li . This allows relating the words
used as labels on the response scale, to each other. Remark
that this was also done in classical models by associating
numeric values$0,1,2,3,4% to the labels, but there the numeri-
cal values remained crisp. Fuzzification of the labels,L, is
based on possibility distributions or membership functions,
pL(u), defined on a suitable universeU. In the case of noise
annoyance, the chosen universe is a continuous annoyance
interval @0, 10#. Membership functions can be extracted in
different ways. Here we use a technique that is based on the
probability for test subjects to select a point on the continu-
ous scale as representative for a given verbal label. Details
on the construction of these membership functions can be
found in Refs. 19 and 14. Figure 6 shows the membership
functions for the~Dutch! labels used in the questionnaire.

Basic logic operatorsAND ~∧!, OR ~∨! and NOT ~¬!

FIG. 6. Possibility distributions for the five labels that are used in the ques-
tionnaire.
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have been fuzzified20 by introducing triangular norms~t-
norms! andt-conorms to represent the∧ and the∨ operation.
The¬ operation is most often fuzzified by an inversion of the
possibility distribution:p¬A(u)512pA(u). Several math-
ematical expressions fulfill the requirements imposed on a
t-norm andt-conorm so many of these operators are avail-
able. In the Appendix A we give the definitions of the opera-
tors and a few implementations. In these analyses the
Lukasiewiczt-norm andt-conorm are used. Thist-norm is
defined by, forx and y in @0,1#, W(x,y)5max(0,x1y21).
The associated conorm isW* (x,y)5min(1,x1y). In these
expressions,x andy are the membership degrees of the pos-
sibility distributions of the two fuzzy setsA andB, that are
combined using the logic operator.

Given the rule IFX is A THEN Y is B, information
concerningY can be extracted from information onX. This
inference by modus ponens is fuzzified to the so-called gen-
eralized modus ponens.B8, the inferred possibility distribu-
tion of Y, is calculated with the compositional rule of infer-
ence:

~;nPV!~B8~n!5 sup
uPU

min„A8~u!,R~u,n!…!, ~11!

whereR is the representation of the rule andA8 is the fuzzy
input given to the rule.

A semantic analysis of fuzzy IF–THEN rules revealed
three different rule interpretations, depending on the operator
used to construct the rule representationR.21,22 It was shown
that the relationR is lower bounded when a triangular norm
or t-norm is used~conjunction model!, and upper bounded
when a fuzzy extension of the classical implication operator
is applied~implication model!. The former case leads to pos-
sibility qualifying rules, to be interpreted as ‘‘the moreX is
A, the more possibleB is a range forY.’’ The latter can be
seen as truth-qualifying~or gradual! rules, ‘‘the moreX is A,
the moreY is B,’’ in case of a residual implicator. For anS
implicator, one gets certainty qualifying rules with an asso-
ciated interpretation ‘‘the moreX is A, the more certainY is
B.’’ The rules in the formulation of the strongest component
model in binary logic are formulated with the possibility
interpretation in mind: the antecedent is required to make the
consequent~general annoyance! possible. Therefore,R is
modeled using a t-norm.

In the fuzzy extension of the set of rules representing the
strongest component model, each rule creates the possibility
for general annoyance to take the value specified in its con-
sequent. Each rule therefore includes complementary infor-
mation that must be taken into account as separate estimates
for the outcome of the model. With the possibility interpre-
tation of rules in mind, aggregation is based on anOR op-
erator.

The fuzzy model obtains a possibility distribution,
p t(u), over U for the general annoyance,At , based on the
annoyance,As , by particular sources, the latter being re-
ported by choosing one of the labels from the universe
UL5$not at all, slightly, fairly, strongly, extremely%. To inter-
pret or defuzzify this result,p t(u) is mapped to a possibility
distribution,Pt(L), overUL using

Pt~L !5Sim~p t ,pL!, ~12!

where Sim is any similarity measure. Mathematically speak-
ing, a similarity measure on a universeU is a @0,1#-valued
indicator suitable for the comparison of fuzzy sets onU, i.e.,
a binary fuzzy relation onF(U) the collection of all fuzzy
sets related to linguistic terms. A wide variety of similarity
measures was proposed in the literature.23 Here a degree of
compatibility,

S2~A,B!5
(uPUT„A~u!,B~u!…

(uPUS„A~u!,B~u!…
, ~13!

is used.
The fuzzy logic equivalent of the strongest component

model thus results in a fuzzy set overUL . It opens the pos-
sibility that labels other than the one corresponding to the
strongest component are reported as a general annoyance
level. However, the highest possibility is still assigned to that
label corresponding to the strongest component if a Zadeh
norm and conorm are used. Therefore the final step in the
defuzzifying process would select this level as the outcome
of the model and the percentage correctly predicted reported
general annoyance would be exactly the same as for the
strongest component model. Small differences may occur be-
cause the fuzzy model handles missing data somewhat better,
but this is just a small artifact of the procedure.

Other t-norms ~e.g., Lukasiewicz or Product! combine
information in their arguments more subtle than the Zadeh
norm. Combined with the overlap betweenL ’s and the order
in which the rules are fired~from stronger to lower annoy-
ance!, this can result in a rating forAt that is higher than the
strongest component if several sources cause a similar an-
noyance. A kind of inhibition process thus emerges naturally
when a vague interpretation of the binary logic rules in-
volved in the cognitive process of rating general noise an-
noyance is introduced. Performance on the dataset of this
model is worse than that of the strongest component model
or the fuzzy model using a Zadeht-norm. The reason for this
anomaly turns out to be the on average overestimation of
general noise annoyance by the strongest component model.
Increasing the predicted level therefore decreases perfor-
mance.

There seems to be no benefit in making the logic model
fuzzy unless additional features are added, as illustrated in
the next paragraphs.

C. Adding sufficiency to the rules

It became clear from the discussion of the classical mod-
els that an improved annoyance accumulation model should
differentiate between sources. In fuzzy rule based systems
the importance of each rule can be modified by assigning a
sufficiency degreelP@0,1# to the rule. This degree ex-
presses to what extent the consequent can be guaranteed pos-
sible when the antecedent is true. In the noise annoyance
accumulation model, a linguistic rule including sufficiency
could read, for example, as
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For possibility-qualifying rules implemented using a con-
junction model, the sufficiency of a rule can be translated to
adapting the membership function of the consequent of this
rule using

B* ~n!5min„B~n!,l…. ~14!

A sufficiency degreelsL has to be determined for each rule,
that is, for each combination of a source,s, and a level of
annoyance,L. To reduce complexity, we assumelsL5ls

•lL , wherels depends on the source andlL on the level of
annoyance. Both sets of degrees of sufficiency are extracted
from a 2000 sample training set extracted from the data by
minimization of the prediction error defined in Eq.~3!. The
training set was the same as the one used for extracting the
weights in the linear regression model The optimization is
performed by a genetic algorithm.

The resulting model predicts general annoyance for
59.0% ~weighted! of all subjects and for 60.4% of the sub-
jects in the training set. This percentage is only slightly bet-
ter than the strongest component model. By comparing the
difference between predicted and reported general annoyance
for both models, the average error~unweighted! is proven to
be very significantly lower~using a t-test! for the fuzzy
model. Figure 7 shows the relative occurrence of each com-
bination of the predicted and reported general annoyance
level. The fuzzy model overpredicts the general annoyance
level less often than the strongest component model, espe-
cially at low annoyance levels. In Fig. 8 the weights ex-
tracted in a linear regression model are compared to the de-
grees of sufficiency extracted in the fuzzy model. The
correlation betweenw and l is small (r 250.2). This is
partly due to the insensitivity of the prediction error for

changes in these parameters for some of the sources. This
can be seen from the error bars. For traffic noise, similar
conclusions can be drawn from rule sufficiency as from the
linear regression weights: Annoyance by rail traffic is much
less sufficient for reporting general noise annoyance than
other transportation noises. Annoyance by noise from indus-
try, small business, and commerce are also sufficient for re-
porting general noise annoyance. A similar conclusion could
not be drawn from the linear regression weights. Comparable
observations can be made for noise from stable ventilators
and DIY noise.

To evaluate the solidity and soundness of the building
blocks of the proposed model, a reasonable background for
adding sufficiency has to be given. We argue that the cogni-
tive process resulting in the reported general annoyance level
may also include such a variable. Subjects may or may not

FIG. 7. Relative occurrence of various combinations of predicted~fuzzy
model! and reported general annoyance; the area of bubbles is proportional
to the percentage shown.

FIG. 8. A comparison of the weightsws in a linear regression model and the
sufficienciesl in a fuzzy model.
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decide to report general noise annoyance if annoyance by
one of the sources is high, based on many aspects of the
sound. One of them may be the temporal axes, including
on-time when occurring, frequency of occurrence, and time
of day when occurring. It is not unreasonable to assume that
this decision also depends on the magnitude of the effect,
hencelL .

D. Changing the frame of reference

Adding sufficiency is not the only way the fuzzy model
can be made source dependent. Rating a particular character-
istic of an object or a situation always involves a frame of
reference. For rating general noise annoyance, this can be the
universe of all imaginable degrees of annoyance that noise
can cause. There is no particular reason for the frame of
reference for rating road traffic noise, for example, to be the
same. The difference in the frame of reference is not as ob-
vious as when rating the height of people or buildings, but it
is nevertheless not necessarily negligible.

In fuzzy rule bases the frame of reference can be differ-
ent in the antecedent and the consequent of a rule. This can
lead to a different universeUs andUt for defining the fuzzy
sets representing the vocabulary used in the antecedent and
consequent. Including a change in the frame of reference will
lead to new verbal description of rules. For example, a rule
may read ‘‘If rail traffic noise annoyance isextreme, then
general annoyance isstrong.’’ Using the five-word vocabu-
lary, subtle changes caused by the different frame of refer-
ence cannot accurately be described. Modifiers can solve this
problem. The example could then read ‘‘If rail traffic noise
annoyance isextreme, then general annoyance issomewhat
less than extreme.’’ Several mathematical models for modi-
fiers were developed.24 In this work a shift modifier is used.
Using this approximation, the membership functionLsl,i(u)
for ‘‘ somewhat less than Li ’’ becomesLsl,i(u)5Li(u2a),
wherea is a suitable constant. It is a straightforward gener-
alization to makea dependent on the source since the size of
the change in frame of reference can depend on the source.
Theas can then be subject to an optimization comparable to
the optimization ofls .

It turns out that the performance of a model based on a
change of the frame of reference alone is not significantly
better than the strongest component model. This failure is
attributed to a lack of increase in uncertainty in the contri-
bution of annoyance by unimportant sources toAt . This fea-
ture is implicitly present in the sufficiency-based approach.

E. Analysis of the remaining prediction error

The fuzzy rule based model predicts general annoyance
correctly based on the knowledge of the reported annoyance
for individual sources for about 60% of the subjects~includ-
ing a weighting factor for the occurrence in the database!. In
this section the nonpredicted part is analyzed for its depen-
dence on other variables.

Some of the sources that subjects have in mind when
rating their general noise annoyance, may not figure in the
list subsequently presented to them. The questionnaire there-
fore contained an open question allowing respondents to de-

scribe other sources or activities. A distribution over the dif-
ference between the predicted and reported general
annoyance~categories labeled from 1 to 5! is constructed
after selecting those people that did and did not mention
sources not in the list presented to them. Figure 9 shows that
underestimates of general noise annoyance are more frequent
in the group of subjects that mention other sources, as could
be expected. However, the difference is less than expected.
This may be due to the poor description people usually give.
From this description it is not always clear whether they are
giving more details on a source they think they have seen in
the list or whether they consider the source not to be covered
by the list~e.g., if fire trucks are mentioned, are they already
included in the evaluation of road traffic noise?!.

The ideas developed in this work consider the cognitive
process involved in deriving a general noise annoyance rat-
ing. This process may be influenced by a number of personal
factors. In the questionnaire there are three variables that can
be included in the analysis: age, gender, education. Figure 10
compares the distribution over the prediction error of differ-
ent age groups. Only the extreme curves are highlighted. The
fuzzy model clearly overpredicts general annoyance ratings
more often for young people. Prediction errors are smallest
for the age groups around 60 and above 75. This does not
imply that these age groups rate general annoyance more

FIG. 9. A comparison of the distribution of the subjects over the prediction
error between the cases where additional sources are mentioned and those
where no additional sources are mentioned.

FIG. 10. A comparison of the distribution of the subjects over prediction
error for different age categories.
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consistently since the model contains a number of fitted pa-
rameters that make it correspond best to the age group rep-
resented most in the database. However, this clearly proves
that age has an influence on the process of rating general
annoyance based on the annoyance by different sources.
From a single observation it cannot be distinguished whether
the age describes a change in the cognitive process as people
grow older~people aged 20–25 rate differently! or whether it
is a generation issue~people born in the 1970s rate differ-
ently!.

Figure 11 compares the distribution of male and female
subjects over prediction error. Overprediction of general
noise annoyance is slightly less for male subjects. Although
this difference is significant, it remains very small.

The level of education was recorded in eight intervals
corresponding to the Belgian school system. Observed dif-
ferences are not significant. Since age and level of education
correlate quite strongly, there may be a partial compensation
of higher education by higher age that obscures possible dif-
ferences, but no conclusive statements in this sense can be
made on the basis of the available data.

The influences of the context of the general noise annoy-
ance question in the questionnaire and the precise phrasing
of this question, have been pointed out in the literature. In
the questionnaire that is used here, the general noise annoy-
ance question is immediately followed by a similar question
on odor. Figure 12 shows how the distribution of test sub-
jects over prediction error depends on the rating on the odor
question. In case of a rating ‘‘extremely’’ on the odor ques-
tion, the overprediction of general noise annoyance is signifi-
cantly lower. If interpreted as an effect caused by the close-
ness of the questions, this would indicate that the extreme
answer to the odor annoyance question increases the rating
on general noise annoyance. However, it cannot be excluded
that the rating on the odor question reveals a personality trait
that also influences the cognitive process involved in aggre-
gating the answer to the general noise annoyance question.

VI. DISCUSSION AND CONCLUSIONS

A survey was conducted that included a general noise
annoyance rating and a rating of the noise annoyance caused
by a selection of sources. The questions were located in the

questionnaire in such a way as to minimize direct influences
between them and they were formulated in accordance with
recently proposed guidelines. To uncover the cognitive pro-
cess involved in general or global noise annoyance judg-
ment, several models were tested for their performance in
predicting the answers given by over 3000 subjects exposed,
in situ, to various combinations of sound sources.

Classical perceptual models mainly focus on simulta-
neously occurring noise. As was observed in many previous
studies, these models tend to predict annoyance levels that
are higher than the levels reported by the test subjects. The
strongest component model or dominant source model seems
to be the best predictor. This conclusion even holds when
two or more sources induce similar levels of annoyance.
However, the theoretical background of this model is some-
what thin. When this model is translated to a classical logic
form, the cognitive process involved becomes clearer, thus
explaining its success. One of the ambitious objectives of
fuzzy logic is to mimic human reasoning more closely.
Therefore it looks appealing to fuzzify this logic model in an
attempt to predict survey results more accurately. If done
correctly, it was observed that the fuzzy variant of the logic
annoyance accumulation model incorporates a kind of inhi-
bition. Strong annoyance by several sources can lead to ex-
treme general noise annoyance. However, this basic fuzzy
model does not perform very well, mainly because the prin-
ciple of compromise~or accumulation paradox! is enhanced
by it.

Two ideas are introduced in the fuzzy annoyance accu-
mulation model to counteract the overestimation of reported
general noise annoyance. The first idea is that noise annoy-
ance by a particular source may or may not be sufficient to
report general noise annoyance. The sufficiency of a rule in
the fuzzy rule base is introduced as a mathematical model to
implement this. One of the advantages of this model is that it
allows to differentiate between sources and indeed the suffi-
ciency parameter extracted by optimization on a subset of the
available data, shows some correspondence to the linear re-
gression coefficients proposed by other authors. Among oth-
ers, the temporal axes, including on-time when occurring,
frequency of occurring, and time of day when occurring may
be a reason why people rate the importance of several

FIG. 11. A comparison of the distribution of male and female subjects over
the prediction error.

FIG. 12. A comparison of the distribution of the subjects over the prediction
error for different levels of annoyance by odor.
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sources of annoyance differently in an aggregation task.
The second idea that is proposed to account for the over-

estimation of general noise annoyance is a change in the
frame of reference. It can be argued that rating noise annoy-
ance caused by, for example, the neighbors pet or road traffic
on a close highway is done by contrasting it to a slightly
different frame of reference. The frame of reference for rat-
ing general noise annoyance is different all together. The
mathematical model proposed to implement this idea con-
sists in changing the consequent of the rules using modifiers.
The simple modifier proposed here shifts the possibility dis-
tribution for the linguistic label used in the consequent as a
model for saying ‘‘a little bit less than.’’ Numerically this
second approach is heavier than the first one and it turns out
that its predictive capabilities are not much higher.

Regardless of the efforts put into predicting a general
noise annoyance rating on the basis of the knowledge of
noise annoyance caused by several sources, the response of
some 40% of the subjects involved in this survey is poorly
predicted. By contrasting the remaining prediction error to
several variables also included in the questionnaire, some
guidelines are obtained for future improvement of the model.
Causes of noise annoyance not mentioned in the list of
sources and activities or not recognized as such by the sub-
ject, account for some of the anomalies. However, the corre-
lation to the response to an open question at the end of the
list of sources is much lower than could be expected. In this
survey we also found an influence of the answer to the ques-
tion following the general noise annoyance question, indicat-
ing, as some authors have suggested, that the context of the
question in the questionnaire may influence the answer.
Again, only a very small part of the remaining prediction
error is explained by this factor. Finally, the effects of a few
demographic variables that may influence the cognitive ac-
cumulation process, are considered. Level of education does
not show a relation to the remaining prediction error. Young
people, on the other hand, seem to rate their general noise
annoyance lower even if they report the same levels of an-
noyance by particular sources. The difference between male
and female respondents is small but noticeable.

In summary, we proposed a new view on the process
involved in rating general noise annoyance based on a
known noise annoyance by individual sources and used
fuzzy rules to implement a model for it. This model is
slightly, but statistically, significantly better than the classical
model that best predicts the results found in our survey, the
strongest component model.

APPENDIX: FUZZY OPERATORS

In this article, a fuzzy setA is introduced as a mapping
from the universe,U, into the unit interval@0,1#, called the

membership function,mA . The membership function can be
seen as an extension of the characteristic function,xC , that
characterizes a classical~crisp! set C, which is a mapping
U→$0,1%. When xC(u)51, then uPC; otherwise when
xC(u)50, u¹C. By allowing any value in the unit interval,
this ‘‘membership value’’ can gradually transform from not
belonging to the set to full membership.20

In the same spirit, the classical operations on crisp sets
are also extended. A generalization of the intersection opera-
tion, which corresponds to theAND operation in logic, is
known as a triangular norm~also called at-norm!. A t-norm,
T, is a symmetric, associative, increasing@0,1#3@0,1#
→@0,1# mapping satisfyingT(1,x)5x for every xP@0,1#.
Please observe that this mapping coincides with the truth
table of the classicalAND operator. The dual operation of a
t-norm is called a triangular conorm, ort-conorm. A
t-conorm,S, is defined as a symmetric, associative, increas-
ing @0,1#3@0,1#→@0,1# mapping satisfyingS(0,x)5x for
every xP@0,1#. A t-conorm extends the union operation on
sets and theORoperator in logic. In fuzzy literature, several
choices for norms and conorms exist, Table III shows some
common examples, including the original operators proposed
by Zadeh. The following ordering can be proven:W<P
<M ~largest norm! <M* ~smallest conorm! <P* <W* .25

Not only the AND and OR logical operators can be
‘‘fuzzified,’’ also the classical implicator can be extended.
Among several families of fuzzy implicators that were pro-
posed, the residual implicators are widely used in applica-
tions. A residual implicatorI T is defined asI T(x,y)5sup$g
P@0,1#uT(x,g)<y%, for eachx andy in @0,1#. Also see Table
III for some common incarnations.
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Analysis of array data from acoustic scattering in a random medium with a small number of isolated
targets is performed in order to image and, thereby, localize the spatial position of each target.
Because the host medium has random fluctuations in wave speed, the background medium is itself
a source of scattered energy. It is assumed, however, that the targets are sufficiently larger and/or
more reflective than the background fluctuations so that a clear distinction can be made between
targets and background scatterers. In numerical simulations nonreflective boundary conditions are
used so as to isolate the effects of the host randomness from those of the spatial boundaries, which
can then be treated in a separate analysis. It is shown that the key to successful imaging is finding
statistically stable functionals of the data whose extreme values provide estimates of scatterer
locations. The best ones are related to the eigenfunctions and eigenvalues of the array response
matrix, just as one might expect from prior work on array data processing in complex scattering
media having homogeneous backgrounds. The specific imaging functionals studied include
matched-field processing and linear subspace methods, such as MUSIC~MUtiple SIgnal
Classification!. But statistical stability is not characteristic of the frequency domain, which is often
the province of these methods. By transforming back into the time domain after first diagonalizing
the array data in the frequency domain, one can take advantage of both the time-domain stability and
the frequency-domain orthogonality of the relevant eigenfunctions. ©2002 Acoustical Society of
America. @DOI: 10.1121/1.1502266#

PACS numbers: 43.60.Pt, 43.60.Gk, 43.30.Vh@JJM#

I. INTRODUCTION

Imaging in ultrasonics is closely related to recent studies
of time-reversal acoustics that have been experiencing a very
rapid growth in interest and research activity since the early
work of Fink et al.,1 Jackson and Dowling,2 and Prada and
Fink.3 In particular, a series of review articles4–9 has ap-
peared recently that, when taken altogether, largely summa-
rizes the current state-of-the-art.

It is important to distinguishphysicaltime-reversal and
re-emission of the acoustic signals by the array, so as to
produce optimal focusing on a target, fromsynthetictime-
reversal processing in which the acoustic array data are used
to estimate the location of the scatterers. The work of Prada
and Fink10 and Pradaet al.11 on the D.O.R.T. method
~French acronym for a diagonalization of the array response
matrix! has clarified the connection between individual scat-
tering objects and the eignfunctions of the time-reversal op-
erator. Scatterers can be associated directly with eigenfunc-

tions except when they are not well separated or when they
are placed in some special, symmetric positions relative to
the array.12 Such degeneracies are, however, not important in
random media.

After decomposing the array response matrix using
eigenfunctions~this is normally done in the frequency do-
main!, two alternatives are available for us to pursue. Either
we can use the eigenfunctions to refocus acoustic energy
back onto the scattering target~for purposes either of com-
munication or medical ultrasound treatments—see, for ex-
ample, Refs. 9 and 13!, or we can try to make use of them to
localize or form an image of the scatterers’ spatial distribu-
tion. Both of these applications are relatively straightforward
if the background medium is itself homogeneous.14 But, if
the background medium is heterogeneous~i.e., the acoustic
wave speed varies randomly with position!, then the difficul-
ties rapidly mount for both applications even if there are no
additional complications. Such complications might, for ex-
ample, include~1! near/close boundaries as will commonly
occur in wave guides15,16 ~including the ocean bottom and
surface for ocean acoustics17!, ~2! drift of the actual acoustic
medium itself or just its physical properties due to currents
or temperature fluctuations,18 ~3! periodic changes such as

a!Electronic mail: berryman1@llnl.gov
b!Electronic mail: borcea@caam.rice.edu
c!Electronic mail: papanico@math.stanford.edu
d!Electronic mail: tsogka@lma.cnrs-mrs.fr
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expansion and contraction due to the breathing of a patient
while being diagnosed or treated with ultrasound.

Our focus in this paper will be to ignore any additional
complications, and concentrate instead on what difficulties
are introduced just by the spatial heterogeneity of the acous-
tic medium, and what can be done with acoustic array data to
achieve reliable images or maps of any significant scatterers
present in such media. One companion paper19 addresses the
issues of refocusing sound at a target in the presence of a
heterogeneous acoustic background with significant multi-
pathing~multiple scattering!, and some of the results on im-
aging presented here are an outgrowth of another companion
paper20 on acoustic imaging in random media.

It is beyond our current scope to review the literature on
acoustics in random media, but we will mention a few rel-
evant references. Early work by Keller21,22 and Karal and
Keller23,24 has shown that the averaged Green’s function in
random media is a well-behaved quantity and how the effec-
tive wave speed and apparent attenuation due to multiple
scattering both depend on the statistics of the fluctuating
acoustic wave speed. These and many other topics are pre-
sented in Ref. 25. Wave front stabilization in complex and
especially in layered media has been observed26 and studied
extensively in Refs. 27–33.

There have been many methods of estimating target lo-
cation using acoustic array data. Some of the most popular
ones in recent years have continued to be matched-field
processing,34–38 MUSIC ~MUltiple SIgnal
Classification!,12,39,40 and other linear subspace
methods.41–43We will be discussing necessary modifications
of these methods here, since the randomness we consider has
a different character than that usually envisioned in these
traditional analyses of acoustic array data, because it comes
from multipathing that is generated by the random medium.

Typical array processing methods assume that a source
is located at a great distance from the array, while the propa-
gating medium is homogeneous, so that from the point of
view of the array of the target looks like a point source. The
incident sound arriving at the array takes the form of a plane-
wave having no measurable curvature across the array aper-
ture and, furthermore, has no measurable amplitude variation
across that aperture. Array noise has usually been treated as
due either to diffuse sources of white noise coming simulta-
neously from all directions, or to isolated ‘‘noise’’ sources
having the same types of source characteristics as the targets
of interest. Because the applications of interest have often
involved passive bearing detection of active sources, most of
the methods and their minor variations considered here were
first introduced for such passive data collection and process-
ing problems. But, for time-reversal methods, it quickly be-
comes clear that virtually the same methods—except for
some obvious minor technical differences—should be con-
sidered for both active and passive arrays.

Time-reversal processing of the array response data is
most naturally based from the outset on the Singular Value
Decomposition~SVD!. This approach is consistent with the
concept of real-space time-reversal—involving an iterative
procedure that amounts to using the power method for find-
ing the singular vector of the data matrix having the largest

singular value. When the full response/transfer matrix has
been measured for a multistatic active array, the resulting
data matrix can be analyzed directly by SVD to determine
not only the singular vector having the largest singular value,
but all singular vectors and singular values—simultaneously.
There remain some issues about signal-to-noise ratios sug-
gesting that the physical iterative approach of finding these
same singular vectors can be preferable to the purely com-
putational alternative both in acoustics44 and also in other
inverse problems.45 But it is also important to recognize that
the SVD of the transfer matrix does not require specialized
hardware~any acoustic array can be used to do this!, whereas
the physical time-reversal approach for ultrasound does re-
quire very specialized and often quite expensive hardware.
Thus, SVD may have a distinct advantage in some time-
reversal imaging applications.

For acoustical imaging purposes, we do not need to
propagate the actual time-reversed signal back into the
physical random medium, whereas for either communication
or target retrofocusing applications, such real-space back-
propagation is always required. From this point of view,
time-reversal imaging can also be seen as a relatively inex-
pensive process. The drawback is that imaging is always
done using a fictitious medium for the simulated backpropa-
gation that produces these images since the real medium is
not known. Its large scale features could be estimated from
other information, such as geological data obtained by seis-
mic methods. For example, migration methods46–48 can be
used, where very large arrays—much larger than those we
contemplate using here—are required. However, the small-
scale random inhomogeneities are not known and cannot be
effectively estimated, so the simplest thing to do is ignore
them when imaging.

The following results are based in part on another ana-
lytical and computational study of time-reversal in random
media by the present authors.20 In the first section, we briefly
present the problem to be studied and then elucidate the no-
tation to be used in the following sections. Then, we present
a series of examples—in order to compare and contrast the
results. Section II focuses on the standard matched-field and
MUSIC objective functionals in the frequency domain.
These methods donot provide statistically stable results and,
therefore, are not useful for imaging in media with randomly
fluctuating acoustic wave speed and strong multipathing.
Section III then shows how these same objective functionals
may be transformed into the time domain in order to produce
statistically stable and, therefore, useful images that localize
the target cross range~or bearing! in a satisfactory manner.
Section IV then goes further to show how range information
may be obtained from the time-domain arrival data after
careful processing and subsequent averaging of multiple cop-
ies of the pertinent singular vectors contained in the multi-
static array data. Synthetic Aperture Imaging~SAI! is also
used to provide another source of comparison to a familiar
data processing scheme. Our conclusions are summarized in
Sec. V.
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II. PROBLEM STATEMENT AND NOTATION

An array hasN transducers located at spatial positions
xp , for p51,...,N. When used in active mode, the array
probes the unknown acoustic medium containingM small
scatterers by emitting pulses and recording the time traces of
the back-scattered echoes. We call the resulting data set the
multistatic array response~or transfer! matrix P(t)
5(Ppq(t)), where p and q both range over all the array
elements. For our simulations, we consider a linear array
where two adjacent point transducers are a distancel/2
apart, withl being the carrier~central! wavelength of the
probing pulses. Such an arrangement ensures that the collec-
tion of transducers behaves like an array having aperturea
5(N21)l/2 and not like separate entities, while keeping
the interference among the transducers at a minimum.49 Our
goal is to detect and then localize allM of the targets in the
random medium, if possible.

The array response matrixP̂(v) in the frequency do-
main is, in our linear acoustics simulations, symmetric but
not Hermitian. The singular value decomposition~SVD! of
the response matrix is given explicitly by

P̂~v!5Û~v!S~v!V̂H~v!. ~1!

The eigenvectors ofP̂(v) P̂H(v) having unit norm, denoted
by Ûr(v), for r 51,...,N, are the columns of matrixÛ(v).
The eigenvalues ofP̂(v) P̂H(v) ares r

2(v), with s r(v) be-
ing the singular values ofP̂(v) that form the diagonal ma-
trix S~v!. The significant singular vectorsÛr(v) @i.e., those
in the range ofP̂(v)# correspond to singular valuess r(v)
.0 for 1<r<M , whereM is either the number of targets, or
the size of the array~N!—whichever is smaller. For definite-
ness, we usually assume that the number of targets is smaller
than the array sizeN, so thatM is in fact the number of
distinguishable targets. In our setup, the left singular vectors
Ûr(v) are the complex conjugates of the right singular vec-
tors V̂r(v), for r 51,...,N. Most physical arrays, however,
are not constructed with isotropic point transducers and, fur-
thermore, the amplitude response~especially in transmission
mode! does not have to be linear~with strong deviations
from linearity generally occurring at both high and very low
amplitudes!, so measured response matrices are not necessar-
ily symmetric. We assume symmetry here for simplicity, and
this is fully consistent with our linear acoustics simulations.
All of our analysis nevertheless carries over to the nonsym-
metric case.

We denote byĝ0(ys,v) the vector observed at the array
for a source located atys in a deterministic medium~i.e., the
medium with the wave speedc0 given by the averaged ve-
locity of the random medium!. In our simulations,c0 is con-
stant but, in general, it could vary in space—assuming prior
knowledge of the environment. Then,ĝ0(y,v) is given by

ĝ0~ys,v!5S Ĝ0~ys,x1,v)

Ĝ0~ys,x2 ,v)

A

Ĝ0~ys,xN ,v)

D , ~2!

where Ĝ0(ys,xj ,v) is the deterministic two-point Green’s
function, andxj is the location of thejth array element.

We also define the projectionPNĝ0(y,v) of ĝ0(ys,v)
onto the null-space ofP̂P̂H(v) by

PNĝ0~ys,v!5ĝ0~ys,v!2(
r 51

M

@Ûr
H~v!ĝ0~ys,v!#Ûr~v!,

~3!

for each frequency in the support of the probing pulsef̂ (v).
Our simulations assume thatl<,!a5(N21)l/2!L,

wherel is the central wavelength,, is a characteristic length
scale of the inhomogeneity~like a correlation length!, a is
the array aperture, andL is the approximate distance to the
targets from the array. This is the regime where multipathing,
or multiple scattering, is significant even when the standard
deviation of sound speed fluctuations is only a few percent.

We solve the wave equation in 2D with a numerical
method based on the discretization of the mixed velocity-
pressure formulation for acoustics. For the spatial discretiza-
tion we use a new finite element method,50 which is compat-
ible with mass-lumping techniques~i.e., it leads to explicit
time discretization schemes! and for the time discretization
we use a centered second order finite difference scheme. In
the numerical simulations, we have statistically homoge-
neous Gaussian random velocity fields generated using a ran-
dom Fourier series, with constant meanc051.5 km/s, and
exponential correlation function having correlation length
,50.3 mm and standard deviation ranging from 1% to 5%.
The probing pulse is given by

f ~ t !522p2n2S t2
1

n De2p2n2@ t2~1/n!#2
. ~4!

The central frequency isn53 MHz and f̂ (v), ~v52pn! is
supported over the band of frequencies 0.159–7.958 MHz.
The carrier wavelength isl50.5 mm and the aperture of the
array isa52.5 mm. Then, the targets, which are soft scatter-
ers, are modeled by small squares. The size of a small target
is l/303l/30, while the size of a larger one isl/153l/15.
Simulations are done on individual realizations, to be consis-
tent with what happens in practice; there is no averaging of
results from many realizations here. Furthermore, the same
realization is typically used for the tests of all the imaging
methods. Whenever the parameters~s and M.F.! ~M.F., maxi-
mum fluctuations! are fixed, the realization is also fixed; but
when the parameters change, the realization necessarily has
changed. More details concerning the simulations may be
found in Refs. 20 and 50.

We purposely present all the formulas in their most gen-
eral form in terms of Green’s functions. Thus, these formulas
are valid either in 2D, as is relevant specifically to our simu-
lations, or in 3D. The comparisons shown here use the
Hankel-function fields in free space for the 2D simulations,
but these functions would be replaced by point source
Green’s functions of the formeikr /4pr for realistic data ap-
plications in 3D. Due to the high cost of numerically simu-
lating wave propagation in random medium, with significant
multipathing, we only did 2D simulations up to now.
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III. FREQUENCY DOMAIN METHODS: NOT
STATISTICALLY STABLE

Two well-known frequency-domain imaging methods,
matched-field processing34–36,38,51 and MUSIC,12,39–42,52,53

will be presented next to show how these methods behave in
the types of random media we are considering.

A. Matched field–central frequency

For matched-field~MF! processing, we compute

GMF
~ j ! ~ys!5uÛj

H~v!ĝ0~ys,v!u2, ~5!

and display the objective functional

RMF~ys!5(
j 51

M GMF
~ j ! ~ys!

maxys GMF
~ j ! ~ys!

, ~6!

for a discrete set of points~usually regularly spaced on a grid
which then aids in the ultimate computer display! ys in the
target domain.

Examples of matched-field processing with one or two
targets are displayed in Figs. 1 and 2.

The standard-matched-field~SMF! processing38 uses a
somewhat different functional operating directly on
P̂(v) P̂H(v). In our notation, the Bartlett-type objective
functional of Ref. 38 is

FIG. 1. The matched field central frequency@MF estimate~6!# estimate of the location of one target in random media with different strength of the fluctuations
of the sound speed. The exact location of the target is denoted by the green star. The standard deviations and maximum fluctuations~M.F.! are indicated on
the top of each view. The horizontal axis is the range in mm and the vertical axis is the cross range in mm.

FIG. 2. Similar to Fig. 1 but with two targets.
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RSMF~ys!5(
j 51

M

s j
2~v!GSMF

~ j ! ~ys!, ~7!

wheres j
2(v) is the singular value corresponding to the sin-

gular vectorÛj (v) and

GSMF
~ j ! ~ys!5

uÛj
H~v!ĝ0~ys,v!u2

uĝ0~ys,v!u2
. ~8!

If there is a small number of targets and these targets do not
differ significantly in strength at the central frequency~as is
the case in our simulations!, then there is no essential differ-
ence between the two imaging functionals. If, for example,
we want to identify only the strongest scatterer, then we may
consider only the first term in either sum, since the singular

vectors are ordered according to their corresponding singular
values from largest to smallest.

B. MUSIC—central frequency

For the MUSIC algorithm, we compute

GMUSIC~ys!5uPNĝ0~ys,v!u2, ~9!

with PNĝ0(ys,v) defined by~3!. We display the objective
functional

RMUSIC~ys!5
minys GMUSIC~ys!

GMUSIC~ys!
, ~10!

for pointsys in the target domain.
Examples for MUSIC with one or two targets in homo-

FIG. 3. The MUSIC central frequency estimate@MUSIC estimate~9!# of the location of one target in random media with different strength of the fluctuations
of the sound speed. The exact location of the target is denoted by the green star. The standard deviations and maximum fluctuations~M.F.! are indicated on
the top of each view. The horizontal axis is the range in mm and the vertical axis is the cross range in mm.

FIG. 4. Similar to Fig. 3 but with two targets.
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geneous and random media are displayed in Figs. 3 and 4.
When there is only one target in a homogeneous me-

dium, then there is only one significant eigenvector of the
array response matrix and it is proportional toĝ0(yt,v),
whereyt is the target location. It is clear in this case that both
the MF and the MUSIC functionals have only a single term
which peaks whenys5yt. Similarly, in the case of several
targets in a homogeneous medium, the significant eigenvec-
tors are linear combinations ofĝ0(yj

t ,v), whereyj
t are the

target locations and the functionals will have local maxima at
the target locations.

In both of these frequency domain examples, it is clear

from the figures that no range information is obtained from
these objective functionals in random media, and even the
cross-range information is often quite haphazard. Indeed, as
the random fluctuations in the velocity increase, there are
false peaks and the functionals may not peak at the targets at
all. ~Note that MUSIC does provide the correct range for the
zero variance case.! Lack of statistical stability prevents
these imaging approaches from being useful in random me-
dia with significant multipathing considered here. When the
realization of the random medium is changed, the images
obtained typically change also—which is what we mean by
the phrase ‘‘lack of statistical stability’’ for these methods.

FIG. 5. The matched field time estimate@MFT estimate~12!# of the location of one target in random media with different strength of the fluctuations of the
sound speed. The exact location of the target is denoted by the green star. The standard deviations and maximum fluctuations~M.F.! are indicated on the top
of each view. The horizontal axis is the range in mm and the vertical axis is the cross range in mm.

FIG. 6. Similar to Fig. 5 but with two targets.
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IV. STATISTICALLY STABLE TIME DOMAIN METHODS

Next we consider the same two methods of the preced-
ing section, but now we transform back to the time domain
to take advantage of the statistical stability that can be gained
this way.

A. Matched field in time

For matched-field processing, we compute

GMFT

~ j ! ~ys,t !5E e2 ivts j~v!uÛj
H~v!ĝ0~ys,v!u2 dv. ~11!

Since the factor multiplyinge2 ivt in the integrand is real and
nonnegative, this integral clearly takes its maximum value
for t50—which is also, therefore, the location of the peak of

the corresponding pulse in the time domain. We then display
the objective functional

RMFT
~ys!5(

j 51

M GMFT

~ j ! ~ys,t50!

maxys GMFT

~ j ! ~ys,t50!
, ~12!

for pointsys in the target domain.
Examples of matched-field processing in the time do-

main with one or two targets are displayed in Figs. 5 and 6.

B. DOA „time-domain MUSIC …

The next method is a time-domain variant of MUSIC
which we will label DOA, because it gives very good esti-

FIG. 7. The DOA estimate@DOA estimate~15!# of the location of one target in random media with different strength of the fluctuations of the sound speed.
The exact location of the target is denoted by the green star. The standard deviations and maximum fluctuations~M.F.! are indicated on the top of each view.
The horizontal axis is the range in mm and the vertical axis is the cross range in mm.

FIG. 8. Similar to Fig. 7 but with two targets.
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mates of the direction of arrival.~Note that matched field in
time also gives good estimates of the direction of arrival.!

To define a time variant of MUSIC, we first normalize
the projectionPNĝ0(ys,v) @given by ~3!# by the singular
value s j (v) and then take the inverse Fourier transform to
go to the time domain,

F~ j !~ys,t !5E e2 ivts j~v!ĝ0~ys,v!dv2E e2 ivts j~v!

3(
r 51

M

@Ûr
H~v!ĝ0~ys,v!#Ûr~v!dv. ~13!

Theoretical analysis shows that the functionalsF( j )(ys,t) are
statistically stable, i.e., they behave like deterministic quan-
tities, and thus it seems natural to evaluate them at determin-
istic times ~i.e., simple geometrical spreading times!. We
then form the sum

G~ j !~ys!5 (
p51

N

uF~ j !~ys,tp~ys!!u2, ~14!

and display the objective functional

RDOA~ys!5(
j 51

M
minys G~ j !~ys!

G~ j !~ys!
, ~15!

for pointsys in the target domain.
The arrival timetp(ys) is the deterministic travel time

from thepth transducer to the search point,

tp~ys!5
uxp2ysu

c0
. ~16!

Examples for time-domain MUSIC with one or two tar-
gets are displayed in Figs. 7 and 8.

The cross-range results are now dramatically improved
in both methods. Range information is still not to be found
here, but the statistical stability of the universal ‘‘comet
tails’’ is now easily observed. The images shown are for
specific realizations, but the results do not change signifi-
cantly when the underlying realization of the random me-
dium is changed. This fact has been repeatedly shown in our
simulations, and is the main characteristic of statistically
stable methods.

V. TIME DOMAIN PROCESSING AND RANGE
ESTIMATION METHODS

To complete the localization of the targets, we also need
an estimate of the range. Good range estimates can be ob-
tained in the near field either from amplitude moveout infor-
mation or from arrival time information. In the far field, only
the arrival time information is useful, and we will concen-
trate on arrival times in the present analysis.

One commonly used range estimator is Synthetic Aper-
ture Imaging or SAI. Another alternative that arises in the
time-reversal approach is the use of arrival time information
in the singular vectors. This arrival time information can also
be averaged for random media—see Ref. 20—to obtain very
stable estimates of arrival times. Both of these methods will

now be combined with the time-domain methods of the pre-
ceding section to obtain well-localized images of the targets.

A. Matched field in time combined with SAI

The SAI objective function is

RSAI~ys!5 (
p51

N

Ppp~2tp~ys!!. ~17!

At a search pointys in the domain of interest, we compute
the deterministic arrival time for diagonal entryPpp(t). That
is, the time to go from thepth transducer to the search point
ys and then come back to thepth transducer. This is twice the
arrival time tp(ys) given by ~16!. Note that the SAI func-
tional gives good range information even in random media
~see Ref. 20!.

The idea here is to combine the functional SAI which
gives good range information with the functional MFT which
provides good cross range resolution in order to get good
images. One way of doing this combination is to display

RMFT– SAI~ys!5(
j 51

M GMFT– SAI
~ j ! ~ys!

maxysGMFT– SAI
~ j ! ~ys!

, ~18!

where

GMFT– SAI
~ j ! ~ys!5U(

p51

N

Ppp~2tp~ys!!UGMFT

~ j ! ~ys,t50!. ~19!

Examples of time-domain matched-field processing with
Synthetic Aperture Imaging as the range estimator for one or
two targets are displayed in Figs. 9 and 10. The method is
statistically stable and gives good estimates of the target lo-
cations.

B. Matched field in time combined with times from
averaged singular vectors

We would like to use the singular vectorsÛj (v) to es-
timate the travel times from targetj to the array. Remark
though that the singular vectorsÛj (v) which are normalized
(iÛj (v)i51) carry an arbitrary, frequency dependent,
phase. Because of thisUj (t) look incoherent in the time
domain. We can, however, calculateN, coherent in time, ver-
sions of singular vectors by projecting the columns of the
response matrix onto them

Ûj
~p!~v!5@Ûj~v!HP̂~p!~v!#Ûj~v!,

p51,...,N, j 51,...,M . ~20!

Here P̂(p) is the pth column of the response matrixP̂(v).
Clearly Ûj

(p)(v) are singular vectors ofP̂(v) and carry the
phase of itspth column. We use these various versions of the
singular vectors to estimatetp

( j ) , for j51,...,M, and p
51,...,N, the travel times for targetj to the array elementp
as the minimizers of

min
tp

~ j !
E

0

T

(
p51

N UUj
~p!~ t2tp

~ j !!2
1

N (
q51

N

Uj
~q!~ t2tq

~ j !!U2

dt.

~21!
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The ATSV ~Arrival Times from averaged Singular Vectors!
functional is defined by

RATSV~ys!5(
j 51

M minys GATSV
~ j ! ~ys!

GATSV
~ j ! ~ys!

, ~22!

where

GATSV
~ j ! ~ys!5 (

p51

N

@tp
~ j !22tp~ys!#2. ~23!

We combine MFT with ATSV to obtain

RMFT– ATSV~ys!5(
j 51

M GMFT– ATSV
~ j ! ~ys!

maxys GMFT– ATSV
~ j ! ~ys!

, ~24!

where

GMFT– ATSV
~ j ! ~ys!5GMFT

~ j ! ~ys!/GATSV
~ j ! ~ys!. ~25!

Examples of time-domain matched-field processing with
arrival-time estimates from the averaged singular vectors for
one or two targets are displayed in Figs. 11 and 12. This
method is also statistically stable and gives good estimates of
the target locations. The results look somewhat better than
those in Figs. 9 and 10, and considerably better for stronger
fluctuations.

FIG. 9. Combined MFT and SAI@MFT– SAI estimate~18!# estimation of the location of one target in random media with different strength of the fluctuations
of the sound speed. The exact location of the target is denoted by the green star. The standard deviations and maximum fluctuations~M.F.! are indicated on
the top of each view. The horizontal axis is the range in mm and the vertical axis is the cross range in mm.

FIG. 10. Similar to Fig. 9 but with two targets.

1517J. Acoust. Soc. Am., Vol. 112, No. 4, October 2002 Berryman et al.: Ultrasonic imaging in random media



C. DOA combined with SAI

The DOA–SAI estimator is

RDOA–SAI~ys!5(
j 51

M GDOA–SAI
~ j ! ~ys!

maxys GDOA–SAI
~ j ! ~ys!

, ~26!

where

GDOA–SAI
~ j ! ~ys!5U(

p51

N

Ppp~2tp~ys!!UY G~ j !~ys!, ~27!

andG( j )(ys) is given by~14!.
Examples of time-domain MUSIC with Synthetic Aper-

ture Imaging estimates as range estimator for one or two

targets are displayed in Figs. 13 and 14. This method is also
statistically stable and gives good estimates of the target lo-
cations.

D. DOA combined with arrival times from averaged
singular vectors

For each search pointys , we compute the objective
functional

RSAT~ys!5(
j 51

M minysGSAT
~ j ! ~ys!

GSAT
~ j ! ~ys!

, ~28!

where

FIG. 11. Combined MFT and ATSV@MFT– ATSV estimate~24!# estimation of one target location in random media with different strength of the fluctuations
of the sound speed. The exact location of the target is denoted by the green star. The standard deviations and maximum fluctuations~M.F.! are indicated on
the top of each view. The horizontal axis is the range in mm and the vertical axis is the cross range in mm.

FIG. 12. Similar to Fig. 11 but with two targets.
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GSAT
~ j ! ~ys!5 (

p51

N

uF~ j !
„ys,tp~ys!…u2@tp

~ j !2tp~ys!#2. ~29!

HereF( j )(ys,t) is defined by~13!, tp(ys), for p51,...,N, are
the deterministic arrival times given by~16! andtp

( j ) , for p
51,...,N, and j 51,...,M , are the arrival times computed in
~21!. We call ~28! the Subspace Arrival Time~SAT! estima-
tor.

Examples of SAT or time-domain MUSIC with arrival
time estimates from the averaged singular vectors for one or
two targets are displayed in Figs. 15 and 16. This method is
again statistically stable and gives good estimates of the tar-
get locations. The results again look somewhat better than
those in Figs. 13 and 14. These localization results have ap-

parently degraded the least of all those considered here at the
highest values of the random fluctuations.

VI. CONCLUSIONS

For imaging applications in randomly inhomogeneous
acoustical media, the foregoing results lead us to the follow-
ing conclusions:~1! Single frequency methods~including
MUSIC and D.O.R.T.! are not statistically stable, and there-
fore cannot be used without modification in the presence of
significant amounts of spatial heterogeneity in the acoustic
wave speed distribution.~2! In contrast, time-domain meth-
ods are statistically stable for any objective functional having
the characteristic that the random Green’s functions appear in

FIG. 13. Combined DOA and SAI@DOA–SAI estimate~26!# estimation of one target location in random media with different strength of the fluctuations of
the sound speed. The exact location of the target is denoted by the green star. The standard deviations and maximum fluctuations~M.F.! are indicated on the
top of each view. The horizontal axis is the range in mm and the vertical axis is the cross range in mm.

FIG. 14. Same as Fig. 13 with two targets.
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Hermitian conjugate pairs ofgg* .20 This result has been
shown here to be true for DOA and Matched Field, and is
expected to be true more generally.~Of course, statistical
stability is a necessary, but not a sufficient, condition for
optimal imaging in random media, so satisfaction of this cri-
terion is not enough in itself.! ~3! The DOA estimates seem
superior to those of Matched Field, but a careful analysis
shows that this is only superficially so because of the quan-
tity chosen for display in these plots. In the homogeneous
case, exact calculations show that this superficial difference
is just related to shapes~not the locations! of the peaks in
each of the objective functionals, and therefore is only a
display issue and not fundamental.~4! Both DOA and
Matched Field give only cross-range or bearing information.
Range information must be obtained separately.

To locate the targets in random media, we need either
multiple views~using multiple arrays! so we can triangulate,
or we need to extract a direct measure of range from the data.
Both arrival time and amplitude moveout~i.e., changes in
peak arrival time and amplitude correlated directly with the
array element locations! contain sufficient information to ex-
tract range. Usefulness of amplitudes is limited by the range
itself; if the range is so large that the arrivals appear as planar
across the array aperture then only the plane-wave arrival
time is useful. In the examples chosen here, we concentrated
on arrival time and this information was obtained by com-
bining MF with either SAI or ATSV~arrival times from av-
eraged singular vectors!. As anticipated, results obtained af-
ter intersection with SAI are not as good as the ones obtained
after intersection with ATSV. But the results were shown

FIG. 15. The SAT estimate@estimate~28!# of one target in random media with different strength of the fluctuations of the sound speed. The exact location of
the target is denoted by the green star. The standard deviations and maximum fluctuations~M.F.! are indicated on the top of each view. The horizontal axis
is the range in mm and the vertical axis is the cross range in mm.

FIG. 16. The SAT estimate as in Fig. 15 for two targets.
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nevertheless to be a good compromise because this method
does not require a separate arrival time analysis~recall that
SAI is not statistically stable20!.

Our main conclusion is that there is no essential differ-
ence in imaging with MF or DOA when either SAI or ATSV
are used.
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The MAPEX2000 experiments were conducted in the Mediterranean Sea in March, 2000 to
determine seabed properties using a towed acoustic source and receiver array. Towed systems are
advantageous because they are easy to deploy from a ship and the moving platform offers the
possibility for estimating spatially variable~range-dependent! seabed properties. In this paper,
seabed parameters are determined using a matched-field geoacoustic inversion approach with
measured, towed array data. Previous research has successfully applied matched-field geoacoustic
inversion techniques to measured acoustic data. However, in nearly all cases the inverted data were
collected on moored, vertical receiver arrays. Results here show that seabed parameters can also be
extracted by inverting acoustic measurements from a towed array of receivers, and these agree with
those inverted using data received simultaneously on a vertical array. These findings imply that a
practical technique could be developed to map range-dependent seabed parameters over large areas
using a towed acoustic system. An example of such a range-dependent inversion is given using
measurements from the MAPEX2000 experiments.@DOI: 10.1121/1.1502264#

PACS numbers: 43.60.Pt, 43.60.Gk, 43.30.Wi, 43.30.Xm@DLB#

I. INTRODUCTION

Sound propagation in shallow waters is known to vary
drastically depending on location. Transmission-loss mea-
surements taken around the world, in the frequency band of
0.5–1.5 kHz, show as much as 50 dB variability at 100-km
source–receiver separations.1 This variability can greatly in-
fluence the performance of a wide variety of sonar systems,
and can be attributed to several environmental factors includ-
ing surface wave-height conditions, water column sound-
speed properties, bathymetry, and seabed type. The seabed
often has a strong impact on propagation and its properties
are probably the most difficult to obtain. Numerical models
can be used to predict sonar system performance, but these
rely on good information about the environment~e.g., seabed
properties!.

In recent years, model-based acoustic inversion tech-
niques have been under development to determine properties
of the seabed. Matched-field processing~MFP!, geoacoustic
inversion is a model-based technique that has been applied
successfully in characterizing the seabed for the most impor-
tant parameters for propagation prediction. This is a remote
sensing method that uses down-range acoustic measurements
to infer properties of the seabed. Computer simulations are
used to model the down-range acoustic response to different
seabed types, and efficient search algorithms are applied to
find the environment giving an optimal match between mod-
eled and measured data.2–4 By far, the most common con-

figuration has been a sound source and a vertical line array
~VLA ! of receivers spanning a large portion of the water
column.5–7 The VLA configuration is sensible as the propa-
gating acoustic field is received at all angles~in the ideal
case ofN32D propagation with an array spanning the entire
water column!. In principle, if a towed sound source is used
with a moored VLA, large areas could be probed and in
some cases range-dependent seabed properties determined.8

However, as the range increases between source and re-
ceiver, variability in the environment can destroy the predic-
tion capability of the matched-field processor due to inaccu-
racies in the modeling. This variability could be caused by,
among other factors, changes in bathymetry, variability in the
ocean sound speed, or abrupt changes in the seabed proper-
ties. This range dependency can often be extremely difficult
to include in the numerical modeling required for the MFP
inversion, and may take some range-dependent propagation
codes out of their region of numerical accuracy. While some
factors like bathymetry might be well known and could be
included in the MFP inversion modeling, other factors such
as detailed, range-dependent, ocean sound-speed profiles are
not likely to be available. For reliable seabed estimates, a
geometry with either fixed source or receiver array may be
limited to 2 km~or less! separation between the two due only
the ocean sound-speed variability.9 In addition, with either
the source or receivers in a fixed location, the inverted bot-
tom properties are averaged over the distance between the
two. This is problematic in cases where distinct bottom types
impact acoustic propagation in significantly different ways
such that the behavior of the field would not be captured

a!Currently at Science Applications International Corporation, 10260 Cam-
pus Point Dr., San Diego, CA 92121.
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correctly using averaged seabed properties as input to a
propagation model.

In this paper, matched-field geoacoustic inversion is
considered using a towed horizontal line array~HLA !. An
HLA system has several advantages over a VLA including
the ease in which it can be deployed from a ship. Since the
HLA and towed sound source are kept at short range sepa-
rations, MFP degradation due to water column sound-speed
variability is minimized or eliminated. The requirement for
range-dependent modeling in the MFP inversion is also
eliminated because the bottom type and bathymetry can usu-
ally be assumed constant over the short distance separating
source and HLA. Because of the short distance between
source and HLA and because both are towed, distinct, range-
dependent bottom types can be determined. A disadvantage
of the HLA is that it does not span the water column and

capture acoustic energy at all propagation angles. The inver-
sion method described in this paper was motivated by the
seismic industry where towed, horizontal arrays are com-
monly used. Examples of a seismic display using HLA mea-
surements are shown in Figs. 1 and 2. In Fig. 1 the acquisi-
tion is for source and array at midwater depth with the head
of the array about 180 m from the source. In Fig. 2, the
source and array are closer to the sea surface. These figures
indicate that the data contain information about a variety of
propagation angles that have interacted with the bottom. The
arrivals in Figs. 1 and 2—other than the direct and surface
bounce—have information about the seabed sound speed, at-
tenuation, and layer structure.

The seismic community has established techniques such
as coring and wide-angle reflection measurements to deter-
mine seabed properties such as sound speed and density.

FIG. 1. Measured time series showing
arrivals structure~top! and ray dia-
gram to a single receiver~bottom!.
The ray diagram is based on simple
geometric analysis and is color coded
to help identify the corresponding ar-
rivals on the measured time-series.
The following geometry was used for
the ray trace in bottom panel: source
depth 72 m, head receiver depth 65 m,
tail receiver depth 70 m, water depth
125 m sub-bottom depth 135 m,
source-head receiver distance 180 m,
and constant sound speed of 1510 m/s.

FIG. 2. Measured time series showing
arrivals structure~top! and ray dia-
gram to a single receiver~bottom!.
The ray diagram is based on simple
geometric analysis and is color coded
to help identify the corresponding ar-
rivals on the measured time-series
~bottom!. There does not seem to be
any arrivals corresponding to the bot-
tom reflection ~solid green! in the
measured data. In the area for this data
collection, the bottom is known to be
soft and for shallow angles the reflec-
tion coefficient is close to zero. The
following geometry was used for the
ray trace in bottom panel: source depth
29 m, head receiver depth 30 m, tail
receiver depth 31 m, water depth 121
m sub-bottom depth 130 m, source-
head receiver distance 185 m, and
constant sound speed of 1510 m/s.
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Coring methods are probably the most direct—this attempts
to take a pristine sample of the seabed which is then ana-
lyzed ~i.e., material sound speed is estimated by acoustic
travel time measurements through the core!. There are sev-
eral drawbacks to coring as a way to produce quantities for
input into numerical propagation models. Coring can typi-
cally only sample the top 1–5 m of the seabed. Harder sea-
beds~including sand! are often difficult~or impossible! to
core. Coring is time consuming, requires specialized equip-
ment not available on all ships, and is difficult in high sea
states. Wide-angle reflection is another approach for estimat-
ing seabed properties. This acoustic technique estimates sea-
bed layer thicknesses and sound speed by taking travel time
measurements at different angles from the same reflector
~same layer! in the seabed. Recently, using a moored receiver
and towed sound source, this method has been extended to
include the seabed loss parameter by also measuring seabed,
frequency-domain bottom loss.10 Although VLA, MFP geo-
acoustic inversions, can be problematic~for practical reasons
and in range-dependent environments!, this configuration has
produced good simulated and experimental results. In par-
ticular, when source–receiver separations are small, or the
range dependence weak, the VLA geoacoustic inversion can
provide excellent seabed parameter estimates. In this paper, a
VLA is used on conjunction with a towed HLA as shown in
Fig. 3. Although the interest here is to develop a seabed
characterization methodology based on an HLA, the VLA is
used for comparing inverted seabed parameter estimates. It is
important to show consistency between these two configura-
tions as the VLA inversion is probably closest to ‘‘ground-
truth’’ knowledge of the seabed available. To insure a good
quality VLA inversion, the distances between the sound
source and VLA are kept short~about 1 km!.

In past years, geoacoustic data inversion for seabed
properties using horizontal apertures~synthetic or towed ar-
rays! has been proposed.11,12 Jesus and Caiti13 and Caiti,

Jesus, and Kristensen14 demonstrated the concept of MFP
inversion with a towed array~156-m aperture! using narrow-
band data. Although broadband data were simulated, the
measured data were only based on single frequencies. The
feasibility test was successful, but several problems with the
method are described in the concluding remarks of Ref. 14.
Among the most important difficulties encountered were ar-
ray shape deformation, low resolvability of the seabed pa-
rameters, and balancing the trade-off between computational
efficiency and accuracy of the inversion solution. Each of
these problem areas is addressed in this paper. Using a
broadband signal transmission, the HLA shape is better esti-
mated and the bottom properties are better resolved. Also,
here, all geometric parameters~i.e., source and receiver po-
sitions and water depth! are included in the inversion process
and do not rely completely on nonacoustic sensors. Using
deeper tow depths for source and array together with a
broadband signal received on a 254-m array provides a larger
spread of reflection angles over a greater frequency band,
and this additional information allows for an improved inver-
sion. The inversions in this paper use a cost function~equiva-
lent to a frequency-domain matched filter! that takes advan-
tage of the broadband signal. The data inversions considered
here use a set of seabed parameters that should minimize
parameter coupling and allow for a more detailed description
of the seabed than those in previous HLA inversions~i.e.,
sediment sound speed, layer thickness, attenuation, and sub-
bottom sound speed are included!. Finally, inversion of VLA
measurements for exactly the same seabed parameters in the
same location as for the HLA provides for a good compari-
son of the results.

In Sec. II of this paper the inversion procedure is de-
scribed. In Sec. III, a simulation study is presented to illus-
trate and compare HLA and VLA geoacoustic inversion. A
sensitivity study is presented to estimate which parameters
might be resolved in the inversions. Section IV describes the

FIG. 3. Experimental geometry for 7 March 2000.
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MAPEX2000 experiments and the acoustic data collected for
validation of the inversion methods. Section V presents the
geoacoustic inversion results using the MAPEX2000 experi-
mental data taken on both a VLA and HLA.

II. INVERSION PROCEDURE

Measurements of acoustic data showing large differ-
ences in propagation loss for various locations around the
world are indications that acoustics might be used in an in-
verse scheme to infer properties of the environment. This is
the motivation for MFP, geoacoustic inversion. The method
is summarized in the following list.

~1! Measure the acoustic field at the site of interest. A
signal transmission covering a broad band of frequencies
contains more information than that of a single tone and will
generally produce better inversion results.15 In the work con-
sidered in this paper, the band 220–800 Hz is considered.
Although single hydrophone inversions are possible, arrays
of receivers are generally more useful.

~2! Choose a propagation model that is suitable for the
experimental conditions. For the HLA configuration consid-
ered here, the acoustic source is only a few hundred meters
from the hydrophones. Steep angle propagation paths cannot
be neglected and a model valid in the near-field must be
used. Here, the broadband, complex normal-mode model
ORCA16 is used. This is a layered normal-mode model that
includes the continuous spectrum. To demonstrate the robust-
ness of the inversion approach, the parabolic equation
methodRAM17 is also used as a propagation model. Other
models may be appropriate, including ray theoretic codes
that correctly treat the seabed interactions.

~3! Define a geoacoustic model for the site with a set of
parameters that can be implemented in the propagation
model. Only parameters which influence the down-range
acoustic field should be considered. Otherwise, there is little
hope that the acoustic fields will contain enough information
to invert for those parameter values. Typically, a simplified
description of the seabed is required to produce a stable in-
version, as parameter coupling may cause an apparent
instability.18 Here, one- and two-sediment layer models over-
lying an infinite half-space are considered.

~4! Determine a cost function to quantify the agreement
between the experimental measurements and the modeled
data. Two cost functions based on the Bartlett correlator are
used here.19,20The first correlates the modeled and measured
pressure fields over the array of hydrophones and the mag-
nitudes are summed over frequency as shown in Eq.~1!

BH5
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j 51

NF u( i 51
NH pi j qi j* u2

( i 51
NH upi j u2( i 51

NH uqi j u2
. ~1!

The second cost function is given by Eq.~2!. Here, the
acoustic field is correlated in frequency with the magnitudes
summed over the hydrophone array
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In Eqs. ~1! and ~2!, NF is the number of frequency compo-
nents,NH is the number of hydrophones, and the measured
and modeled complex pressure vectors arepi j and qi j ~*
denotes the complex conjugate operation!. Both correlators
take on a value of 1 for two identical signals and 0 for com-
pletely uncorrelated signals. Equation~1! is a maximum
likelihood-derived objective function when the noise is addi-
tive and identically distributed on each hydrophone but the
noise level may vary across frequencies. For Eq.~2!, the
noise is assumed identically distributed on each frequency
but may vary across hydrophones. There were no obvious
differences in the results for simulated data using either Eq.
~1! or Eq. ~2!; however, with the experimental data Eq.~1!
performed slightly better on the VLA and Eq.~2! slightly
better on the HLA. The reason for this is not completely
known, but it may be because the transmitted signal was
better equalized to produce a flat spectrum@required for Eq.
~2!# than the equalization to produce a flat hydrophone re-
sponse across the HLA@required if using Eq.~1!#. For all
inversions of measured data considered in this paper, Eq.~1!
is used with the VLA and Eq.~2! with the HLA.

~5! An efficient algorithm is needed to navigate the enor-
mous search space and find the global minimum to the cost
function. This type of large-scale optimization requires a
method such as genetic algorithms4 or simulated annealing.3

Both methods have been applied to MFP geoacoustic inver-
sions with success. This is a constrained optimization prob-
lem with each of the desired inversion parameters bounded
by a predetermined search space. In all the inversions con-
sidered in this paper~both HLA and VLA!, a genetic algo-
rithm search is used with the propagation modelsORCA or
RAM as implemented in the inversion codeSAGA.21 A total
computation of 40 000 forward models was used in the in-
version searches.

~6! Estimate the quality~errors! of the inversion. Several
possibilities exist for estimating the accuracy of the inverted
solution. A simple approach is to plot the cost function value
versus corresponding parameter value. In this way, the dis-
tribution of high cost function values should cluster near the
true parameter value. The character of such plots indicate the
sensitivity of each parameter. This is shown with examples in
Sec. III. Another important quality check is to examine thea
posteriori distributions.4

A. Reducing the dominance of the direct and surface
arrivals

The largest amplitude acoustic arrivals are usually due
to the direct and sea-surface paths, yet these paths do not
contribute to inversion for bottom properties. These arrivals
depend only on the geometry of the experiment~i.e., source
and receiver positions! and weakly on the ocean sound speed
and sea-surface states. However, failure to account for these
arrivals can significantly degrade the quality of the inversion
results. One way to overcome allowing these arrivals from
dominating the inversion problem would be to filter~or time
gate! them. In practice, an automatic procedure to select
from received time series only the surface and direct arrivals
could be difficult. It can be especially complicated in cases
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when multiple arrivals interfere with each other~see Fig. 1!.
For instance, with a receiver and source at midwater depth
the first surface and first bottom arriving paths will interfere.
Nearly the same result as filtering can be accomplished by
limiting the search intervals for geometric parameters. In
principle, for geoacoustic inversion experiments, the geom-
etry is known through direct measurements such as depth
sensors on the towed source and receiver arrays. In practice,
there is some slight uncertainty in source and receiver depths
and other factors like array shape~e.g., tilt! may not be mea-
sured at all. There are also slight errors in the bottom depth
measurement from the ship’s echo sounder~on the order of 1
m for the MAPEX2000 experiments!. Inverting acoustic
measurements for source and receiver depths provides a
valuable sanity check of the data quality and data processing.
Furthermore, it avoids placing too much confidence in depth
sensors and provides an estimate for array tilt.

Therefore, a two-step approach is used for the inversions
considered in this paper. First, a geometry-only inversion is
made, and second, these parameters are ‘‘locked down’’ for a
full inversion for bottom properties. This is followed by a

second inversion for geometric parameters only when using
the newly inverted seabed parameters~as a check!. This pro-
cedure is related to ‘‘focalization’’2 and the subspace ap-
proach of Refs. 22 and 23. For the measured data considered
in Sec. IV, the geometry-only-inversion results agreed with
the direct measurements~within experimental error!. Addi-
tionally, the geometry-only inversion provided a valuable es-
timate for array tilt that was not readily available from direct
measurements. Although the term locked down is used, the
geometric parameters were not fixed at one value during the
full inversion for bottom properties. The geometric param-
eters were allowed to vary by approximately the expected
errors in the measurements. This approach is practical, since
numerically the search for geometric parameters can be done
extremely fast. Note the following normal-mode expression
for the pressure field:

p~r ,z!5
exp~ ip/4!

r~zs!A8pr
(
n51

N
1

Akrn

3Cn~0,zs!Cn~r ,z!exp~ ikrn!. ~3!

FIG. 4. Cost function evaluated
against the reference solution as each
seabed parameter takes on all its pos-
sible values. While evaluating a pa-
rameter, all of the others are held fixed
at their known value. The cost func-
tion value is given on they-axis and
the parameter value on thex-axis. The
blue curve gives the result for the hori-
zontal array, the green curve for the
vertical array moored 1 km from the
source and the red curve is for a verti-
cal array moored at 5 km. Reference
and test solutions were simulated us-
ing ORCA.
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This assumes a time-harmonic exp(2 ivt) point source in a
cylindrical geometry positioned at ranger 50 and depthz
5zs with normal modes,Cn(z), corresponding horizontal
wave numbers,krn , and density,r(z).24 The numerical ap-
proach is to compute the normal modes and horizontal wave
numbers for one environment and store these in memory.
Then, computing new pressure fields to invert for the geom-
etry ~i.e., source and receiver positions! requires only a re-
peat summation of Eq.~3! with new zs , z, and r. The
geometry-only inversion can be done in about 1% of the
CPU time for a full inversion. By searching for these geo-
metric parameters first, their search space can be greatly lim-
ited when included in the full inversion, which keeps the
highly sensitive geometric parameters from dominating the
inversion.

III. HORIZONTAL AND VERTICAL ARRAY SEABED
CHARACTERIZATION: A SIMULATION STUDY

Much more research has been done using a VLA for
matched-field geoacoustic inversion, and there is a good un-
derstanding of the sensitivity of both seabed parameters and
experiment geometry. With the HLA, these sensitivities are
less well known. A good initial discussion on HLA sensitiv-
ity can be found in Refs. 13 and 14. Some of the system and
geometrical parameters that are expected to impact the inver-
sion are as follows.

~i! Source and HLA depth: It is expected that good in-
sonification of the bottom favors towing closer to the
seafloor. In practice, this can be difficult due to the
danger of accidentally dragging the source or array on
the bottom. Safe tow depths are usually determined
based on how well the bathymetry of the area is
known as well as how quickly equipment can be re-
covered.

~ii ! Source and HLA separation: It is also expected that
better information will be obtained if the HLA re-
ceives from propagation directions around the critical
angle. Since the critical angle is usually unknown, it
may be difficult to set the ideal source–HLA separa-
tion distance.

~iii ! Array length: For a range-independent environment,
longer HLAs should perform better than short ones
~since more propagation angles would be received and
therefore more information about bottom interac-
tions!. However, this has to be balanced by the prac-
tical issues such as array motion, more complicated
propagation~over longer ranges!, and possibly range
dependence in the bathymetry or seabed properties.

~iv! Signal type and bandwidth: Geoacoustic inversion us-
ing VLAs typically shows better performance using
broadband rather than narrow-band signals. This is
expected to be true also for HLA inversion.

In this section, using simulations, the sensitivity of sea-
bed parameters determined with an HLA inversion method is
compared with the sensitivity using a VLA. There are an
enormous number of possible combinations of the aforemen-
tioned system and geometrical parameters; including all of

them in this sensitivity study would confuse the results. In-
stead, these were fixed at the values used in the
MAPEX2000 experiments described in Sec. IV.

Seabed sensitivity has a strong dependency on the pa-
rametrization used in the propagation modeling. Here, a one-
layer geoacoustic model is used~sediment overlying a infi-
nite half-space sub-bottom!. Although this may seem overly
simplistic, it is unlikely that a more highly resolved bottom
could be extracted from these measurements and this inver-
sion method.9 Further, it is unlikely that a more sophisticated
geoacoustic model would significantly change propagation
predictions. This is explored further in Sec. V. Numerical
simulations are used here to create a known set of data on
both an HLA and VLA similar to the MAPEX2000 experi-
mental data.

The first test of sensitivity is to look at each seabed
parameter separately. For a selected parameter, the acoustic
fields are computed for all values in its search space. Mean-
while, each of the other seabed parameters is held fixed at its
known ~reference! value. The eight parameters considered
and their reference values are: sediment sound speedcsed

51550 m/s, sediment layer thicknesshsed510 m, sediment
attenuationased50.2 dB/l ~wavelength!, sediment density
rsed51.5 g/cm3, sediment sound-speed gradientDcsed51.5
1/s, sub-bottom sound speedcbot51750 m/s, sub-bottom at-
tenuation abot50.2 dB/l, sub-bottom densityrbot51.5
g/cm3.

Three experimental geometries are considered:~1! HLA
with the closest hydrophone 300 m away from the source;
~2! VLA at 1-km source–receiver separation, and~3! VLA at
5-km separation. The water depth was taken as 130 m and
the source depth was 55 m. The VLA had 48 hydrophones
with 2-m spacing spanning the depths 24–118 m. The HLA
was at 60 m depth, had 128 hydrophones with 2-m spacing
spanning ranges 300–554 m from the source. The cost func-
tion was determined using Eq.~1! for both HLA and VLA,

TABLE I. Seabed parameters used to generate the reference solution. Pa-
rameter labels and search intervals are also shown. Attenuation and density
are constant through the sediment and sub-bottom. Sound speeds refer to
compressional acoustic waves and attenuation is given in units of decibels
per wavelength.

Parameter
Reference

value
Search

minimum
Search

maximum

Sediment thickness:hsed ~m! 10 0.1 20
Sediment speed:csed ~m/s! 1550 1450 1700
Attenuation:a ~dB/l! 0.2 0.0 1.0
Density:r ~g/cm3! 1.5 1.0 2.5
Sub-bottom speed:cbot ~m/s! 1750 csed (csed1250)

TABLE II. Geometric parameters and search intervals around estimated
values for geoacoustic inversions.

Parameter Search interval

Source range 65 m
Source depth 61 m
Array depth 61 m
Array tilt 61 m
Bottom depth 61 m
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and the results for each parameter is given in Fig. 4. From
Fig. 4, it can be seen that the VLA at 1 km and the HLA have
the greatest sensitivity tohsed andcbot, while the VLA at 5
km is more sensitive tocsedandrsed. None of the geometries
are sensitive to the sub-bottom attenuation (abot) or density
(rbot), and there is only slight sensitivity to sediment sound-
speed gradient (Dcsed). A caveat to this sensitivity test is the
interdependency of each parameter on the others. For ex-

ample, the sensitivity to sediment thickness and sub-bottom
properties will also depend on the sediment properties~e.g.,
sound speed and density!. That is, the ability to sense the
sub-bottom and the interface between the sediment and sub-
bottom will depend on the amount of penetration through the
sediment. However, this simple sensitivity test provides both
an estimate of how the cost function varies in the neighbor-
hood of the true solution and guidelines for choosing param-

FIG. 5. Simulated data using ORCA:
cost function values~along they-axis
without dimension! for the HLA at
300 m for each of 40,000 forward
models included in the genetic algo-
rithm search. Parameter and their units
are indicated in the upper right corners
of each panel and thex-axis corre-
sponds to the search interval.

FIG. 6. Simulated data using ORCA:
cost function values~along they-axis
without dimension! for the VLA at 1
km for each of 40,000 forward models
included in the genetic algorithm
search. Parameter and their units are
indicated in the upper right corners of
each panel and thex-axis corresponds
to the search interval.
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eters. With the given sensitivity curves, the geoacoustic
model was refined to include one sediment layer~over a
half-space sub-bottom! but to ignore the sediment sound-
speed gradient~e.g., constant sediment sound speed with
depth! and to limit the model to a single attenuation and
density~constant with depth through the sediment and sub-
bottom!.

A full inversion was performed on the reference solution
using each of the three geometries described. The geoacous-
tic parameters for the simulation and the search intervals for
the inversion are given in Table I. The geometrical param-
eters had small search intervals~the reasons for this are out-
lined in Sec. II A! and these are given in Table II.

The inversion results are presented in two ways. The set

of parameter values corresponding to the single, highest cor-
relation between reference and inverted solutions is given.
Then, all the cost function values for each of the 40 000
forward model computations in the inversion are plotted with
the corresponding parameter values. As the search algorithm
converges, a particular part of the parameter space may be
sampled more often than other parts. To give a sense of this
sampling, a gray scale is used to indicate how the search
algorithm sampled each parameter value. The most heavily
sampled parts of the parameter search space appear darkest.
These scatter plots reveal parameter sensitivity by showing
how the cost function varies as the parameter search space is
sampled. In this way, each parameter sensitivity can be
judged without the bias imposed by keeping the other param-
eters fixed. The most likely value for each of the parameters
can be interpreted from the peaks in the scatter plots. In Fig.
5 the scatter plot results from the HLA are shown, and in Fig.
6 the results from the VLA at 1 km. The scatter plots results
resemble the sensitivity curves from Fig. 4. For both the
VLA and HLA geometries, the scatter plots show heavy sam-
pling and a peak at the correct value for each parameter.
Figures 5 and 6 indicate higher sensitivity from the VLA, but
the bottom properties are still resolved using the HLA.

IV. THE MAPEX2000 EXPERIMENTS

The MAPEX2000 experiments were conducted by the
SACLANT Undersea Research Centre and took place on the
Malta Plateau~between Italy and Malta! from 22 February to
27 March 2000. The purpose of the experiments described
here is to validate the HLA geoacoustic inversion method
and compare this with a VLA geoacoustic inversion. The

FIG. 7. Sound speed taken from XBT casts at positions 36°32.458 N and
14°49.208 E ~at 8:07 UTC! 36°27.348 N and 14°46.478 E ~at 9:11 UTC! on
7 March 2000.

FIG. 8. MAPEX2000 HLA measured
data inversion using propagation
model ORCA from ping-9:07 on
7 March 2000. Cost function values
~along they-axis without dimension!
for the HLA for each of 40,000 for-
ward models included in the genetic
algorithm search. Parameter and their
units are indicated in the upper right
corners of each panel and thex-axis
corresponds to the search interval.
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experimental setup showing the moored VLA and towed
HLA is shown in Fig. 3. In this article, only the measure-
ments taken on 7 March 2000 are considered.

A. Acoustic data

During the experiments of 7 March 2000, broadband
acoustic signals were transmitted using flextensional sources
mounted in a tow fish. A sequence consisting of linear
frequency-modulated~LFM! sweeps and multitones were re-
peated every minute. In this paper, only 1-s sweeps from
150–800 Hz are considered. All transmissions were equal-
ized using a programmable signal generator to produce sig-
nals having a flat spectrum. Prior to the 7 March 2000 ex-
periments, the radiation patterns were measured from the
sources showing no more than 1 dB directionality for the
150–800 Hz band.25 Therefore, no correction was needed for
the source radiation pattern~assumed omnidirectional!. The
received time series was converted to the frequency domain
using a fast Fourier transform. Frequency bins corresponding
to 220–800 Hz in 10-Hz increments were used in the inver-
sion for comparison with modeled results.

The HLA is 254 m in total length, and for data consid-
ered here, the entire length of the array was used~128 hy-
drophones spaced at 2 m!. Both the array and source were
towed from the NRV ALLIANCE at approximately 5 knots.
The distance between the sound source and the closest hy-
drophone on the HLA was about 300 m. The tow depth of
the source and HLA varied slightly during the acoustic runs,
but generally were maintained at 55–65-m depth. The VLA
was deployed at position 36°26.6688 N and 14°46.7518 E
and the acoustic data were received on NRV ALLIANCE by
radio telemetry. The VLA has 48 equally spaced hydro-
phones covering 94 m of the water column~spanning depths
of 24–118 m!. The VLA was bottom moored~the water
depth was 130 m! and kept upright using a subsurface float.

B. Oceanographic data

Sound-speed profiles were measured before, during, and
after the acoustic experiments. Conductivity, temperature,
and depth~CTD! measurements were taken from NRV ALLI-

ANCE before and after each towed source acoustic run. Dur-
ing the acoustic runs, expendable bathythermograph~XBT!
probes were deployed from NRV ALLIANCE to measure the
ocean temperature profile. The salinity from the CTD casts
were used to calculate sound speed from the XBT probes.
Typical sound speeds taken from two XBT probes on 7
March 2000 are shown in Fig. 7. The profiles are slightly
upward refracting~the typical condition for the experimental
area in March!, but the overall change in sound speed over
depth is only about 4 m/s. For the two geoacoustic inversions
considered here, the input sound-speed profile for the acous-
tic modeling was taken from the derived XBT closest in time
to the acoustic transmission.

V. HORIZONTAL AND VERTICAL ARRAY SEABED
CHARACTERIZATION: EXPERIMENTAL RESULTS

A 1-s LFM signal ~150–800 Hz! was transmitted at
09:07 UTC from ALLIANCE located at 36°26.6888 N and

14°46.2308 E ~denoted ping-9:07!. This was simultaneously
recorded on the HLA and the VLA~the VLA was about 1 km
from the source!. The same ping was inverted from recep-
tions on the HLA and VLA with exactly the same procedure
and search intervals as for the simulations in Sec. III. Equa-
tion ~2! was used as the cost function for the HLA inversions
and Eq.~1! for the VLA. The signal-to-noise ratio was about
20 dB for the data considered here. The scatter plots showing
the most likely and highest correlation values for the seabed
parameters are shown in Fig. 8 for the HLA and Fig. 9 for
the VLA.

Both the HLA and VLA show clustering of the high
cost-function values near the global maximum, best-fit solu-
tion, and both agree in the values for the seabed parameters
that are most sensitive. Although the highest cost-function
values~or fitness! are less than they were for the simulations,
Figs. 8 and 9 have a 0.25 range on the cost-function axis (y
axis! as was shown for the simulations Figs. 5 and 6. Since
the signal-to-noise ratio was high, it is likely the lower over-
all cost function value was caused by a mismatch in the
modeling of the experiment geometry, seabed, water column,
or sea surface. As with the simulations, the VLA has slightly
better sensitivity to the seabed parameters than does the
HLA. However, clear values for the seabed parameters are
found with the HLA in agreement with the VLA. Both HLA
and VLA inversions indicate a dominant sediment layer at
about 17–19-m depth.

A comparison of the measured and modeled~using
ORCA! acoustic impulse responses are shown in Figs. 10 and
11. Both figures show multipath structure. For both the HLA
and VLA, two of the first three strong arrivals contain no
information about the seabed as these are direct and surface-
bounce arrivals~the second arrival can be due to either the
surface or the bottom bounce depending on geometry!. Later
arrivals have at least one interaction with the seabed. From
Fig. 11, the tilt of the VLA can be inferred by the slight
difference in direct path arrival times across the array. Using
the arrival times along the array, and assuming the direct
arrival is a plane wave, the VLA was tilted to give a 6–7-m
displacement between the top and bottom hydrophones. Al-
though this can be computed directly, it was left as an un-
known and determined in the inversion process which found
a value of 7-m VLA displacement~for the full inversion for
bottom properties, the VLA tilt search interval was 6–8 m of
displacement!.

A. Geoacoustic inversion over a range-dependent
seabed

The advantages of using a towed array–towed sound
source configuration becomes clearer in range-dependent ar-
eas. For a fixed VLA like that used in MAPEX2000, only the
sound source is mobile to probe the range-dependent envi-
ronment. However, a VLA MFP inversion introduces model-
ing problems since the range-dependence needs to be in-
cluded. The HLA configuration avoids this difficulty as the
distance between source and receiver is kept small and range
dependence can usually be neglected~slight range depen-
dence such as water-depth changes can often be compensated
for by allowing small shifts in source and receiver
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positions26,27!. A second inversion was carried out for a ping
taken at 08:05 UTC from ALLIANCE located at 36°32.5808 N
and 14°49.2608 E ~denoted ping-8:05!. The water depth at
the source–HLA location was 99 m and the VLA was still in
the same position as for ping-9:07~in water depth of 130 m!.
Doing a VLA inversion for ping-8:05 is problematic due
only to the bathymetry change of 31 m between the source

and VLA locations. Also, there is about 11 km between
source and VLA, and range-dependent ocean sound speeds
may need to be included. Further, the bottom properties also
change along the track between ping-9:07 and ping-8:05.
The area near ping-8:05 is characterized by a very soft layer
on top of a harder sub-bottom. The HLA seabed inversion
results are shown in Fig. 12. The different bottom type near

FIG. 9. MAPEX2000 VLA measured
data inversion using propagation
model ORCA from ping-9:07 on 7
March 2000. Cost function values
~along they-axis without dimension!
for the VLA for each of 40,000 for-
ward models included in the genetic
algorithm search. Parameter and their
units are indicated in the upper right
corners of each panel and thex-axis
corresponds to the search interval.

FIG. 10. Measured and modeled band-limited impulse responses for the HLA. The modeled field used the best fit seabed properties from the inversion.
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ping-8:05 is evident from the results in Fig. 12. The soft
layer is detected and is about 10 m in thickness. The lower
sub-bottom speed is also well determined, which is likely
because the soft sediment layer allows better acoustic pen-
etration down to the sub-bottom. A VLA inversion was at-
tempted using a range-independent assumption even though
the water depth changed along the track by about 31 m. The

VLA results showed a very poor cost-function value for the
best-fit solution, and none of the geoacoustic parameters was
well determined. It is possible that including the range-
dependent bathymetry would improve the best-fit cost-
function value; however, it would greatly increase computa-
tion time and it would remain difficult to interpret the
averaged seabed properties found over the 11-km track.

FIG. 11. Measured and modeled band-limited impulse responses for the VLA. The modeled field used the best fit seabed properties from the inversion.

FIG. 12. MAPEX2000 HLA measured
data inversion using propagation
model ORCA from ping-8:05 on 7
March 2000. Cost function values
~along they-axis without dimension!
for the HLA for each of 40,000 for-
ward models included in the genetic
algorithm search. Parameter and their
units are indicated in the upper right
corners of each panel and thex-axis
corresponds to the search interval.
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A second inversion was made on ping-8:05 using a more
sophisticated geoacoustic model that included two sediment
layers over an infinite half-space. Within each of the two
layers the geoacoustic properties were assumed constant~no
gradients!. As an additional check, the forward propagation
modelRAM was used in place ofORCA. The search algorithm
and objective function are the same as those already de-
scribed. The results of the comparison are shown in Table III.
The table shows the two inversions produce a similar seabed.
The slow layer of about 9–10 m over a faster layer is again
well determined. The second layer of the two-layer model
has a sound speed nearly the same as the half-space of the
one-layer model. Both inversions produce low attenuation
and a similar density. The significance of the one-layer and
two-layer inversions demonstrates that for these data the
method is not particularly sensitive to the propagation model,
and that the one-layer model is probably adequate to describe
the seabed.

Inversion of the data taken between ping-8:05 and ping-
9:07 is useful to show how the inverted seabed properties
vary along the track. Inversion results for nine pings along
the track, using the two-layer geoacoustic model with propa-
gation modelRAM, are shown in Fig. 13. The figure shows
the inverted sound speed in the seabed and the inverted lay-

ering. As previously noted, for ping-8:05 the two-layerRAM

inversion results are very similar to the one-layerORCA re-
sults and the same is true for ping-9:07. For ping-9:07, the
two-layer model results indicate nearly the same properties
in both layers (csed151550 m/s andcsed251563 m/s!, which
implies the existence of only one dominant sediment layer.
The average speed in both layers of 1557 m/s and combined
layer thickness of 19.8 m agrees well with the one-layer
ORCA results, giving speed of 1554 m/s and thickness of 18.9
m. There is also a consistency between pings taken near each
other ~in time and space!, and there was a fairly gradual
change in the inverted seabed properties moving along the
range-dependent track. The slow sediment layer~sound
speed less than that in the water column! that was evident
from ping-8:05 was apparent in other pings along the track,
but this layer gradually became thicker, moving along the
track from ping-9:07 to ping-8:05~Fig. 13!.

VI. CONCLUSIONS

Knowing the geoacoustic properties of the seabed is
critical for accurate acoustic propagation modeling for sonar
performance prediction. This paper describes an inversion
method to obtain these geoacoustic parameters using a towed
horizontal line array~HLA ! of receivers and a broadband
sound source. Matched-field processing~MFP! geoacoustic
inversion methods have been shown as a promising tech-
nique for determining seabed properties, but most of the re-
search has used measurements from a vertical line array
~VLA !. A towed array has many advantages over the
moored, vertical array configuration such as easier deploy-
ments and being able to neglect range dependence in the
MFP inversion while still mapping range-dependent seabed
properties.

An important validation for the HLA inversions pre-
sented here is the comparison with the VLA inversion, and
results are in good agreement for data taken where the source
was near the VLA~where it is expected the VLA inversion
will perform best!. For an 11-km track the VLA data inver-
sion did not perform well due to the range-dependent envi-
ronment. Using the HLA data inversion this problem was
circumvented, making it possible to determine seabed prop-
erties along the entire 11-km track. In this sense, the HLA
inversions outperformed the VLA inversions.

Several issues need to be addressed in future research
and three main ones are listed here.~1! Computational—The
computational demands using normal-mode or parabolic
equation forward models are still quite high and for practical,
real-time seabed estimates a propagation code will be re-
quired that is fast, includes all the physics of the seabed
interactions, and is valid near the sound source. Ray tracers
may offer a good alternative to normal modes or parabolic
equation methods for rapidly computing broadband impulse
responses. It may be possible to use a ray tracer if the acous-
tic bottom interactions are treated correctly.28,29 ~2!
Geometry—The ideal measurement geometry will also need
to be determined as it is likely that parameters like array
length, tow depths, and signal types will need to be opti-
mized to improve estimates of the seabed properties.~3! Cost
functions—Cost functions have different sensitivities that de-

TABLE III. Geoacoustic properties for ping-8:05 using one-layer and two-
layer models. Attenuation and density were assumed constant with depth
through the sediment.

Parameter One-layer model Two-layer model

Sediment-1 thickness:hsed1 ~m! 9.7 9.3
Sediment-2 thickness:hsed2 ~m! ¯ 9.5
Sediment-1 speed:csed1 ~m/s! 1480 1487
Sediment-2 speed:csed1 ~m/s! ¯ 1695
Sub-bottom speed:cbot ~m/s! 1700 1763
Attenuation:a ~dB/l! 0.1 0.01
Density:r ~g/cm3! 1.2 1.4

FIG. 13. MAPEX2000 HLA measured data inversion between sites 1~ping-
9:07! and 4~ping-8:05! on 7 March 2000 using 2-layer geo-acoustic model
and propagation model RAM. Layer thickness and sound speed in the sedi-
ment are shown. Inverted properties are held constant in range between data
points. Solid lines~stair-steps! are indicated at inverted water depth values
and measured bathymetry is given by the dashed line.
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pend on array type, signal type, and seabed parameterization.
There may be a better set of cost functions~than used here!
to improve the performance of HLA inversions.
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Iterative reconstruction algorithm for optoacoustic imaging
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Optoacoustic imaging is based on the generation of thermoelastic stress waves by heating an object
in an optically heterogeneous medium with a short laser pulse. The stress waves contain information
about the distribution of structures with preferential optical absorption. Detection of the waves with
an array of broadband ultrasound detectors at the surface of the medium and applying a
backprojection algorithm is used to create a map of absorbed energy inside the medium. With
conventional reconstruction methods a large number of detector elements and filtering of the signals
are necessary to reduce backprojection artifacts. As an alternative this study proposes an iterative
procedure. The algorithm is designed to minimize the error between measured signals and signals
calculated from the reconstructed image. In experiments using broadband optical ultrasound
detectors and in simulations the algorithm was used to obtain three-dimensional images of multiple
optoacoustic sources. With signals from a planar array of 333 detector elements a significant
improvement was observed after about 10 iterations compared to the simple radial backprojection.
Compared to conventional methods using filtered backprojection, the iterative method is
computationally more intensive but requires less time and instrumentation for signal acquisition.
© 2002 Acoustical Society of America.@DOI: 10.1121/1.1501898#

PACS numbers: 43.60.Pt, 43.60.Rw, 43.35.Ud@JCB#

I. INTRODUCTION

Optoacoustic or thermoacoustic imaging is a method to
localize objects inside an acoustically homogeneous medium
that have contrast in the visible, infrared, or microwave
range of thee electromagnetic spectrum. It is based on the
generation of thermoelastic stress waves as a short pulse
from a laser or a microwave source is absorbed by an object
in the medium. The contrast for image formation is provided
by enhanced heat and stress generation in structures with
preferential optical absorption. Compared to conventional ul-
trasonic pulse-echo imaging, where ultrasound is generated
outside the sample and is scattered by acoustical heterogene-
ities, in optoacoustic imaging the source of pressure waves is
the observed target itself. The wavelength of optoacoustic
waves depends on size and shape of fluctuations in the dis-
tribution of absorbed energy, thus producing a broadband
acoustic spectrum that extends over the ultrasonic frequency
range, from about 0.1 to 100 MHz. The upper limit is given
by 1/tp , wheretp is the duration of the exciting pulse. Con-
sequently the resolution limit and at the same time the small-
est achievable acoustic wavelength are given bytpc, wherec
is the speed of sound. Structures larger than this limit fulfill
the condition of stress confinement, which states that maxi-
mum thermoelastic stress is produced if the heating pulse is
shorter than the time the mechanical disturbance needs to
escape from a target structure of characteristic sized,

tp!tac5d/c, ~1!

wheretac is called the acoustic relaxation time. The pressure
waves created in the heated regions propagate to the surface

where they are detected with high bandwidth transducers. An
image reconstruction method is applied to the signals to cre-
ate a map of the absorbed energy in the medium. The result-
ing image is generally not a quantitative reconstruction of a
physical property of the material. It rather shows the location
of optical absorbers in a similar way as in pulse-echo ultra-
sound, where acoustical scatterers are located. Only under
certain circumstances, such as in the imaging of layered ma-
terials with negligible optical scattering, the distribution of
the optical absorption coefficient can be reconstructed.

Optoacoustic imaging is applicable to nondestructive
testing of materials where the interesting structures have low
imaging contrasts for conventional methods like pulse-echo
ultrasound but at the same time have high contrast for optical
radiation. Sufficient penetration of light to the target struc-
tures is also a prerequisite. Since many imaging targets in
biological tissue meet these requirements, the optoacoustic
method is particularly promising for noninvasive medical
imaging. Some structures that are barely seen by established
imaging methods employing x rays or ultrasound but exhibit
a strong contrast for visible or near infrared light are the
increased blood concentration due to neovasculature in
breast tumors,1 vascular abnormalities in skin2 or inflamed
cancerous tissue.3 Due to the strong scattering of light in
tissue, optoacoustic waves are excited by diffusely propagat-
ing light. Other than in pure optical imaging, where imaging
information comes from diffusely backscattered or transmit-
ted light and the resolution is poor~in the range of 1 cm!, in
optoacoustic imaging the information about the imaged ob-
jects is carried by pressure waves, which are much less scat-
tered than light and are therefore capable of producing im-
ages with better resolution~in the range of 1 mm or less!.
Using multiple wavelengths the spectral information of opti-
cal imaging can also be obtained with optoacoustic imaging.

a!Present address: Institut fuer Experimentalphysik, Karl-Franzens-
Universitaet Graz, Universitaetsplatz 5, A-8010 Graz, Austria; electronic
mail: guenther.paltauf@kfunigraz.ac.at
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The techniques used to transform the information con-
tained in the optoacoustic signals into images depends on the
complexity of the target structures. Single, static detectors
are used for layered samples.4–7 More complicated structures
can be imaged by scanning a focused acoustic transducer
together with the optical source along a line on the surface of
an object, creating an image of a two-dimensional section
perpendicular to the surface.7,8 Scanning is, however, limited
by the available pulse repetition rate of pulsed lasers, which
ranges up to about 100 Hz. To record the amount of data
needed for three-dimensional imaging therefore requires par-
allel detection and processing of optoacoustic signals using
ultrasonic transducer arrays. An image of the absorbed light
distribution is constructed by backprojecting the acoustic sig-
nals among all possible source locations. For a single isotro-
pic detector and a point source these locations lie on the
surface of a sphere with the detector in the center. Summa-
tion of multiple spheres with their centers at different detec-
tor positions generates the reconstruction. If the information
contained in the signals about the imaged objects is limited
these backprojection spheres~or arcs in a two-dimensional
section! tend to remain in the reconstruction, creating image
artifacts. The main limitations are the finite number of detec-
tor elements and the finite solid angle of detection. Large
arrays with plane, curved or hemispherical arrangements of
up to 4000 detectors9,10 or detection principles providing
spatially continuous, two-dimensional snapshots of the
acoustic pressure distribution in a plane11,12 have therefore
been used to maximize the information that is acquired from
the optoacoustic sources. To increase the contrast of interest-
ing structures relative to background absorption and to re-
duce artifacts, usually a filtering of either the acoustic signals
prior to backprojection or of the reconstructed image is per-
formed. High-pass filters reduce the slowly changing signal
components caused by background absorption.1 A method
derived from the inverse three-dimensional Radon transform
uses backprojection of the temporal derivatives of acoustic
pressure signals.13,14 This method creates full three-
dimensional images of the source but needs a high number of
detector elements. Filtering methods acting on the recon-
structed image use thresholding to remove some of the back-
ground or spatial frequency-domain filters to reduce high-
frequency backprojection artifacts.1

In the present work we propose an alternative concept
that reduces artifacts even when signals from only a small
number of detectors~e.g., form a 333 detector array! are
available. This technique increases both contrast and resolu-
tion of the reconstructed images, thereby obviating the filter-
ing step used by other techniques. The reconstruction algo-
rithm is iterative and was adapted from algebraic image
reconstruction techniques and in particular from the simulta-
neous iterative reconstruction technique that is used in com-
puter tomography in cases where data sets are noisy and
incomplete.15 The method is also closely related to deconvo-
lution techniques commonly used in fields like
spectroscopy16,17 or microscopy.18 The basic idea is to treat
the image reconstruction as an inverse problem and to mini-
mize the error between the measured acoustic signals and the
signals that are calculated with a forward model of optoa-

coustic sound generation from a reconstructed image. Sec-
tion II describes the algorithm and the models needed for the
forward and the inverse problems. A simulation for a known
source distribution and a first experimental reconstruction
follow.

II. IMAGE RECONSTRUCTION ALGORITHM

The basic problem of image reconstruction is to invert
the forward problem of optoacoustic wave generation and
detection. Solution of the forward problem yields pressure-
time signals at the element positions in the ultrasonic sensor
array, given an initial distribution of absorbed energy in the
medium. This distribution is created by absorption of a laser
pulse and can be regarded as the source of the pressure wave.
In the inverse problem the three-dimensional absorbed en-
ergy distribution is sought given a set of acoustic signals at
the array positions.

Optoacoustic wave generation is described by the solu-
tion of the thermoelastic wave equation.19,20 Since in soft
tissues the optical contrast, which determines the optoacous-
tic sources, is generally much higher than the small varia-
tions of acoustic impedance, an acoustically homogeneous
medium is assumed. It is advantageous to use the solution for
the velocity potential, which is related to the acoustic pres-
sure by

p~r ,t !52r
]f~r ,t !

]t
, ~2!

wheref is the velocity potential,r the density,p the acoustic
pressure, andr the position of the detector. To model the
detection process we use a discrete, matrix-based formula-
tion of the problem that uses a retarded Green’s function
solution of the thermoelastic wave equation.13,21 The three-
dimensional distribution of volumetric energy densityW(r )
after absorption of a laser pulse is discretized into a grid of
size Nx3Ny3Nz and described by a vectorW where each
elementWj ( j 51•••Nx3Ny3Nz) contains the average value
of the energy density within a volume element of sizeDV at
position r j . A second vectorf contains the values of the
velocity potential measured as a function of time at all posi-
tions of the sensor array. The number of measured valuesfk

is given by the numberM of temporal samples in the signal
of a single detector, times the numberL of detectors in the
array. The measurement is described by

f5AW

or

fk5(
j

Ak jWj

with

Ak j52
b

4prCp

DV

Dt

hk j

Rk j
wk j

~3!

Rk j5ur k2r j u, hk j5H 1 if utk2Rk j /cu,Dt/2,

0 else,
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whereb is the thermal expansion coefficient,Cp the specific
heat capacity at constant pressure, andDt the time step at
which velocity potentials are sampled. The pointr k is the
position of the detector at thekth measurement. The factors
wk j contain parameters that describe the detection process. A
directional sensitivity of the detectors can be modeled by
factorswk j that depend on the angleuk j between the vector
r k2r j and the normal to the detector plane. According to the
definition ofhk j , all nonzero elements in a row ofA belong
to volume elements whose centers lie within a spherical shell
of radius ctk and width cDt around r k . The matrix A is
extremely sparse and can be quite large~e.g., 1.643105 for
typical numbers ofNx5Ny5Nz540, M5256 andL510!,
which precludes a direct matrix inversion. Since most of the
elements ofA are zero a compression can be utilized. FirstA
is divided intoL submatrices that correspond to single detec-
tor positions. Each of these submatrices has onlyNx3Ny

3Nz elements unequal to zero, one per column. This results
from the fact that the center of each volume element can only
lie within one spherical shell. The nonzero elements are
stored in a three-dimensional,Nx3Ny3Nz matrix. A second
auxiliary matrix of the same size stores the value ofk ~the
row number in the original submatrix ofA! of each element.
To perform the matrix multiplication in Eq.~3!, elements of
equalk are summed with the help of the auxiliary matrix.
The number of elements to be stored is therefore reduced by
a factor ofM /2.

To avoid a loss of information in the modeling of the
detection process the spatial incrementsDx, Dy, Dz and
the time intervalDt have to be matched in a way that the
average sound propagation time through a volume element,
tprop, is not smaller thanDt. Since the latter is usually pre-
determined by the sampling interval of the recording instru-
ment the spatial increments are chosen using the inequality

Dt<tprop5
Dx1Dy1Dz

3c
. ~4!

Some oversampling~usingDt,tprop! increases the accu-
racy of the calculated signals and is sometimes necessary to
limit the size of matrixA. However, a calculation withDt
,tprop induces noise~shot noise induced by the arrival of
waves from individual volume elements! that can be elimi-
nated by convolvingf with g, a vector containing a Gauss-
ian function with an 1/e width corresponding totprop,

gi5
2

tprop Ap
exp@2~2t i /tprop!

2#. ~5!

It has been shown previously that the optoacoustic wave
emitted from a small spherical source has a pressure profile
given by the time derivative of a Gaussian function.22 g can
therefore be regarded as the elementary velocity potential
signal that is emitted from a volume element. If the laser
pulse durationtp is longer thantprop, accurate modeling off
requires the use of a broader Gaussian function for the con-
volution, which is done by replacingtprop in Eq. ~5! by tp .
Although in practice we first calculated the signals using Eq.
~3! and then performed the convolution, we assume for the
sake of simplicity the convolution to be integrated in matrix

A and keep the notationf5AW for the signal generation
process~to generate a matrix that includes the convolution a
Toeplitz matrix generated fromg could be multiplied with
A!.

A first-order reconstructed imageI of the sourceW can
be obtained by backprojecting the measured signalsf into
the source volume using a matrixB,

I5fB

or

I j5(
k

fkBk j . ~6!

The backprojection matrixB is related toA. Different
ways to define its elementsBk j are possible. The following
definition conserves energy, making the sum over all ele-
ments of the image vector the same as the sum over the
source vector,

Bk j5
Ak j

L(
i

Aki
2

. ~7!

In the resulting image, each volume element is assigned
the sum of measured velocity potentials to which it contrib-
uted, normalized byL(

i
Aki

2 and weighted withAk j . The sum
in the denominator of Eq.~7! takes into account the number
of volume elements in each spherical shell. This kind of
normalization can cause problem in actual measurements be-
cause noise is amplified in image elements that lie on trun-
cated shells near the edges of the source volume. We found
that the following definition ofBk j gave better results with
experimental signals:

Bk j52hk jRk juk j . ~8!

In this definition the 1/Rk j attenuation of the optoacous-
tic generation process is compensated and the backprojection
of velocity potentials is weighted with factorsuk j . For
achieving the best signal to noise ratio in the reconstructed
image it has been suggested to setuk j5wk j .

9 No normaliza-
tion with the number of elements is used and consequently
no energy conservation is obtained. A separate normalization
as described in the following is necessary to achieve energy
conservation.

In the above-defined projection the velocity potential
measured at a certain timetk at a certain detector position is
smeared over all cells on a spherical shell with radiusctk .
For a detector array withL elements, each point in the source
volume is imaged byL spherical shells intersecting at the
point location. This has an effect similar to smearing the
original with a three-dimensional point spread function. With
a small number of array elements this function is strongly
dependent on the position in the source volume. Simple fil-
tering operations in frequency domain are therefore not ap-
plicable for deconvolution of the reconstructed image. It is
obvious that the operation in Eq.~6! is not an inversion of
the signal generation process described by matrixA. Back-
projection can, however, be used to generate reconstructions
of optoacoustic sources under two conditions:~1! the data set
is sufficiently big, containing signals that are measured from
many directions around the source,~2! some kind of filtering
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of the signals is used prior to backprojection to improve the
image. If the data set is not complete the inverse problem can
be solved in an iterative process that is related to a method in
computer tomography known as simultaneous iterative re-
construction technique.15 It is also related to the van Cittert
algorithm that was originally used to deconvolve spectra
with the response function of the spectrometer.16,17The basic
idea is to use backprojection to create a first-order image
from the measurementf, calculate new signalsf(1) from
the reconstruction by applying signal generation matrixA on
the image vector, and then add the backprojection of the
residualf2f(1) to the image. Subsequent iterations are de-
scribed by

f~n!5KAI ~n!,
~9!

I ~n11!5I ~n!1~f2f~n!!B.

Since the reconstructed energy density has to be posi-
tive, a non-negativity constraint is imposed on each new es-
timate. This means that only positive values are kept in the
image and negative values are set to zero.K is a diagonal
matrix that contains for each detector position a normaliza-
tion coefficient that ensures energy conservation. To derive
the coefficientK for a single detector element first a relation
between the total absorbed energyQ in the source and the
measured velocity potential signal@or acoustic pressure sig-
nal with Eq.~2!# is obtained from Eq.~3!

Q5DV(
j

Wj52
4prcCp

b
Dt(

k
tkfk. ~10!

To matchf(n) energetically withf, K has to be

K5

(
k

tkfk

(
k

tk(
j

Ak jI j
~n!

. ~11!

To obtain a correct value for the total energy from rela-
tion ~10! requires that allwk j51 and that the detectors are
absolutely calibrated. However, even if these requirements
are not entirely met the normalization coefficient derived in
Eq. ~11! will renderf andf(n) comparable in size, which is
necessary for calculating the residual. It has to be empha-
sized that due to different responses of detectors in an array
or due to other fluctuations in the measurement the coeffi-
cient K can have different values for each detector element.
K is therefore an important factor in deriving the correct
signals from backprojected images. It has been pointed out
that the convergence of the van Cittert algorithm requires
suppression of noise.17 We found that the convolution withg
described in Eq.~5! provides sufficient smoothening of sig-
nals to avoid the buildup of noise and to keep the solution
converging. Tests with insufficient smoothening, using a
shorter integration time thantprop, yielded solutions that di-
verged after several iterations~not shown!.

Iterations start by settingI (0)50, creating a first esti-
mateI (1) that is the backprojection of the measured velocity
potentials. Since ultrasonic detectors usually measure acous-
tic pressure, the signals are first converted into velocity po-

tentials by integration. The norm of the residual can be used
as a quality measure of the reconstruction and to monitor the
improvement achieved by the iterations. The error of the
velocity potential after thenth iteration is defined as

errf
~n!5(

k
~fk2fk

~n!!2. ~12!

In the following simulations and experiments, the itera-
tions were stopped if the improvement of the error became
smaller than 1% of the initial error, that is

errf
~n21!2errf

~n!

errf
~1! ,0.01 . ~13!

Using the definition in Eq.~8! for the backprojection
matrix, the reconstruction algorithm produces a three-
dimensional image in arbitrary units. A normalization by the
maximum value is useful for displaying sections of the im-
age and for observing the progress of the iterations. It is also
possible to create an absolute imageW(n) in units of ab-
sorbed energy density using conservation of energy. Since
the volume integral over the reconstructed image has to be
equal to the total absorbed energyQ, the images have to be
multiplied with a normalization factor

W~n!5
Q

DV(
j

I j
~n!

I ~n!. ~14!

In an experiment the value ofQ is obtained from measured
signals using Eq.~10!. In a simulation it is given by the
volume integral over the known source distribution.

III. SIMULATION

We simulated the imaging of two spherical sources us-
ing a planar array of 333 detectors. The detectors were as-
sumed to be omnidirectional and therefore we set allwk j

51. This corresponded to the actual experimental conditions
that are described in Sec. IV. Instead of usinguk j5wk j we
used uk j5cosukj for the directional weights in the back-
projection. The resulting overall weight factorsRk j cosukj

are equal to the distance to pointr j from the detector plane.
Backprojection spheres therefore do not reach the detector
plane, which slightly decreases the lateral resolution but
yields a better convergence of the algorithm compared to
isotropic backprojection. The energy density distribution in
the sources was given by Gaussian functions with an 1/e
radius ofa50.2 mm,

Wj5exp~2~r j2r c!
2/a2!, ~15!

wherer c is the position of the center. The total source cube
had a size of 23232 mm3 and was divided into a grid of
40340340 points. The centers of the two sources~hereafter
referred to as ‘‘spheres’’! were located at the Cartesian coor-
dinatesr c15(1.5,1,0.8) mm andr c25(0.5,1,1.3) mm. The
arrangement of spheres and detector array is schematically
shown in Fig. 1. Figure 2 shows one of the velocity potential
signalsf calculated from the original source distributionW,
the signal f(1) calculated fromI (1) and the residualf
2f(1) that is used to generate the improved estimateI (2).
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The resolution of the two sphere signals is diminished in
f(1), leading to the negative components in the residual.
Section images through the centers of the two spheres for the
original W, the initial estimateI (1) and the improved recon-
struction after 12 iterations,I (12) are displayed in Fig. 3. For
better comparison of original and reconstruction, all images
are normalized by their maximum. The absolute energy den-
sity values obtained from Eq.~14! are displayed in the gray
level scales. The maximum ofI (1) is only about 5% of the
maximum value ofW. Furthermore, the source labeled with
1 appears brighter~maximum 0.047! than source 2~maxi-
mum 0.037!. The separation of the sources and the accuracy
of their relative strengths are clearly improved after 12 itera-
tions. In I (12) both sources are equally bright with a maxi-
mum value of 0.12. Figure 4 displays the error of velocity
potentials as a function of the number of iterations. No sig-
nificant further improvement was achieved after 12 itera-
tions, when the error reached about 40% of its initial value.
The fact that the error cannot be further reduced is believed
to be due to the small number and plane arrangement of
detectors in the array.

The simulation offers the opportunity to quantitatively
compare the reconstructed distribution with the known origi-
nal. This analysis was used to investigate the influence of the

number of detectors in the array on the quality of the recon-
struction. The error of the three-dimensional reconstruction
after n iterations can be defined as

errI
~n!5(

j
~Wj2I j

~n!!2. ~16!

For a comparison of the shapes of the two distributions,
W and I (n) are normalized by their maximum value. This
corresponds to the visual impression one gets from the sec-
tion images in Fig. 3, which are normalized in the same way.
Alternatively, a comparison of the absolute energy density
can be done by replacingI (n) by W(n) from Eq. ~14!. In this
simulation, the detectors were always distributed over a
square of 232 mm2. The square was divided into a number

FIG. 1. Geometry of detector array and optoacoustic sources for the simu-
lation.

FIG. 2. Simulated velocity potential at one of the nine detector positions.
The negative velocity potential is displayed as a function of time. Compari-
son of the measured signalf, the signal derived from the first estimatef(1)

and the residualf2f(1).

FIG. 3. Simulation of image reconstruction using the iterative algorithm.
Displayed is a section through the centers of the spheres aty51 mm. The
gray level scales show the values of the reconstruction normalized by the
total absorbed energy:~a! original distributionW, ~b! first estimateI (1).
Maximum of source 1: 0.047, of source 2: 0.037.~c! Image after 12 itera-
tions I (12). Maxima of both sources 1 and 2: 0.12.
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of equal areas according to the number of elements and the
detector points were placed in the centers of these areas.
Figure 5~a! shows the errors of the reconstruction for the two
different normalization methods as a function of the number
of array elements. In Fig. 5~b! the mean error of the velocity
potential is displayed, also as a function of the number of
array elements. The mean error is the value obtained from
Eq. ~12! divided by the number of array elements,L. All
graphs show the final errors after termination of the itera-
tions. Since the radial backprojection is the ideal reconstruc-

tion for a single detector, the corresponding error of the ve-
locity potential vanishes. A reconstruction of any three-
dimensional object needs at least three detector positions, as
indicated by the high errors of the images for 1 and 2 detec-
tor elements. The final error of the images decreased until the
number of detectors reached 9. There was no significant fur-
ther improvement when the number of detectors was in-
creased from 9 to 16. The improvement was much more
pronounced in the reconstruction that was normalized by its
maximum value than in the absolute reconstruction. The final
error of the velocity potential was constant for 4, 6, 9, and 16
detector elements. From this analysis it follows that for the
reconstruction of simple objects as the two spheres a number
of 9 detector elements is sufficient. The use of 16 elements
insignificantly improves the reconstruction but almost
doubles the computation time.

IV. EXPERIMENT

In an experiment we tested the iterative algorithm for the
imaging of two absorbing sources in an optically clear envi-
ronment. Two spheres made of acrylamide gel with added
absorber~Direct Red 81, Sigma Chemical! were placed on a
thin plastic film and were surrounded by clear mineral oil
~Fig. 6!. The absorption coefficient of the gel wasma

560 cm21. The oil prevented the dye from diffusing out of
the spheres. The diameters of the spheres were 1.2 and 1.5
mm, respectively, and the distance between the centers was
2.15 mm. A 1-mm-diameter optical fiber was used to irradi-
ate the spheres from above. The laser source was a
frequency-doubled,Q-switched Nd:YAG laser operating at a
wavelength of 532 nm with a pulse duration of 5 ns. The
laser pulse energy was 5 mJ and the laser spot diameter was
4 mm. With an optical absorption depth 1/ma of 170mm both
spheres were optically thick, and therefore only a thin layer
facing the incident laser pulse was heated. The acoustic sig-
nals were recorded with an optical detector described
previously.23 A continuous HeNe probe beam was focused to
an elliptical spot with principal diameters of 120 and 250mm
on the interface of a glass prism and a water layer. The layer
separated the glass prism from the plastic film carrying the
gel spheres and had a thickness of 3 mm. An acoustic wave
being incident on the glass surface from the water layer

FIG. 4. Errors in the simulation betweenf and f(n) as a function of the
number of iterationsn.

FIG. 5. Final errors in the simulation as a function of the number of detec-
tors in a quadratic array.~a! Error of the reconstructed image. For compari-
son of shapes bothW and I (n) are normalized to their maximum. Compari-
son of energy density is done after normalizingI (n) using the total absorbed
energy.~b! Final error of velocity potential. Errors calculated with Eq.~13!
are divided by the number of array elements.

FIG. 6. Experimental setup for the optoacoustic imaging of two absorbing
spheres. For detection of the acoustic waves, a focused laser beam is modu-
lated by pressure changes at a glass–water interface.
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slightly changed the relative optical refractive index between
the two media, thereby varying the Fresnel reflectance of the
interface. This caused modulations of the probe beam inten-
sity that were detected with a fast photodiode. The signals
from the photodiode were amplified and recorded on a digital
storage oscilloscope. Choosing an incident angle of the probe
beam slightly smaller than the critical angle of total internal
reflection of the glass-water interface maximized the sensi-
tivity of the detector. The undisturbed optical reflectance at
the prism–water interface was 0.8. Calibrating the detector
using a procedure based on the Fresnel formula and the
change of refractive index with pressure,dn/dp51.35
31025 bar21 yielded a sensitivity of 0.6% modulation per
bar of pressure.23 The overall sensitivity of the system taking
into account the response of the photodiode and the gain of
the amplifier was 1 mV/bar. The noise level of averaged
signals~over 32 sweeps! was about 20mV or 20 mbar.

The directivity of an ultrasound detector for pulsed ex-
citation is known to depend on the size of the sensor area, the
distance between source and detector and the temporal shape
and duration of the signal, which are in turn determined by
the shape of the source and the pulse duration of the laser.9

Unlike a piezoelectric element that is sensitive to the pres-
sure that enters into the piezoelectric material, the optical

sensor measures changes of pressures and associated density
modulations that occur at the surface of the glass prism.
Therefore there is no angle-dependent attenuation of the
pressure wave due to acoustic mismatch for the optical sen-
sor and only the integration effect of the obliquely incident
wave on the detector plane plays a role. In a separate experi-
ment ~not shown! we found that indeed the directional de-
pendence of signal shape and maximum can be readily de-
scribed by integration effects over the detector area. It turned
out that for the experimental signal shapes and within the
aperture used for the experiment the optical detector can be
regarded as omnidirectional. Consequently we set all weight
factorswjk51, independent of angle. To simulate a detector
array, the detector point was scanned over a grid of 333
points in a plane, with a grid size of 1 mm inx direction and
of 1.5 mm in they direction.

V. RESULTS

Figure 7 shows two sections of the reconstructed volume
~size 43634 mm3!, one parallel to they–z plane and one
parallel to thex–y plane. The algorithm stopped after 11
iterations. For each plane, the first-order reconstruction,I (1),
and the final reconstructed image,I (11), are displayed. The

FIG. 7. Experimental image reconstruction. Sections alongy–z planes@~a!, ~b!# andx–y planes@~c!, ~d!# of the first estimateI (1) @~a!, ~c!# and the estimate
after 11 iterations,I (11) @~b!, ~d!# are displayed. The values of the gray level scales are in J/cm3. The circles in~a! and~b! indicate the positions of the absorbing
spheres.
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y–z section shows how the backprojection arcs are strongly
reduced after 11 iterations. In anx–y section, the back-
projection artifacts cause a blur that again nearly disappears
in the improved image. The values in the gray level bar are
absorbed energy density in units of J/cm3. They were ob-
tained by normalizingI (n) using Eq.~14!. The total absorbed
energy was calculated from the measured acoustic signals
using Eq.~10!, giving an average value of 1.5 mJ. This is a
reasonable value considering that the incident laser pulse en-
ergy was 5 mJ and that the cross section of the spheres only
partly filled the laser spot. From iteration 1 to iteration 11 the
maximum energy density increased by a factor of 8, due to
the less spreading of energy over the backprojection spheres
and increased concentration in the two sources. The corre-
sponding errors are shown in Fig. 8.

VI. DISCUSSION

An iterative method has been described to reconstruct
the distribution of absorbed energy density from thermoelas-
tic pressure signals detected with a transducer array. The
minimization of the error between the measured signals and
the signals calculated from the reconstructed distribution
leads to a self-consistent solution of the optoacoustic imag-
ing problem and an inversion of Eq.~3!. All knowledge
about the source that is required in the algorithm comes from
the measured signals and the condition that the result has to
be positive.

During the iterations the artifacts, which appear as back-
projection arcs or blur in the two-dimensional sections of
I (1), were markedly reduced. Comparing initial estimates
with improved estimates in Figs. 3 and 7 might suggest that
similar improvements could be achieved by simple thresh-
olding, where parts of the images are set to zero that are
darker than a certain threshold. However, the sources may
have different strengths, and thresholding could also remove
actual structures together with the artifacts. In addition, as
the simulation has shown the one-step backprojection some-
times produces incorrect relative source strengths. Applying
a threshold to remove backprojection arcs to the reconstruc-
tion in Fig. 3~b! would have emphasized this error. Instead
the iterative algorithm was able to correct the reconstruction
and to make the brightness of the two sources equal.

The maximum of the absolute source strength was al-
ways too low compared to the original. In the simulations the
maximum reconstructed energy density increased between
I (1) and I (11) from about 5% to 12% of the corresponding
value in the original distributionW. In the experiment, an
eightfold increase of maximum energy density from 0.075 to
0.6 J/cm3 was observed. This was still too low compared to
an estimated value of 2.4 J/cm3 derived from the experimen-
tal parameters using

Wmax5
Q

Alas
ma , ~17!

whereAlas is the laser spot area of 0.126 cm2, and the values
of laser pulse energyQ and absorption coefficientma are 5
mJ and 60 cm21, respectively. The reason why the algorithm
tends to give too low maximum values is the effect of slight
spreading of energy around a reconstructed source on the
sum in the denominator of Eq.~14!. The energy content in
residual artifacts increases the integral and reduces the maxi-
mum value of the image.

The error in the velocity potential did not approach zero
but rather seemed to converge to a certain constant level.
This shows the limit of the algorithm when it is applied to
data recorded on a finite size plane array. Backprojection of
residual terms in Eq.~9! can only correct the reconstruction
from a limited range of directions, leaving artifacts that can-
not be corrected at all. The algorithm is expected to be more
efficient if spheres from all directions intersect in one image
point, that is if the detectors are arranged on a spherical array
around the imaged volume. In practical applications, how-
ever, this is usually not possible. Applying the algorithm to
signals from curved arrays with an increased solid angle of
detection compared to a plane array should improve the con-
vergence.

Since all information for the reconstruction comes from
the measured signals, the detectors have to be very accurate.
The main requirements are sufficiently high bandwidth and
the absence of measuring artifacts such as ringing. The opti-
cal detector used in this study met these requirements. An-
other advantage of the optical detector is that it is transparent
and can be transilluminated by the laser pulse. This makes it
easier to apply laser pulses and to collect the acoustic signals
on the same surface of a sample. A drawback is that the
sensitivity of optical detection using changes of Fresnel re-
flection is limited to about 1% modulation per bar.12 For the
acoustic pressure amplitudes recorded in our experiments~in
the range of 0.2 bar! this yielded a satisfactory signal to
noise ratio. However, if higher sensitivity is needed, piezo-
electric detectors should be employed and appropriate filter-
ing of signals incorporated to remove measurement
artifacts.10

In optoacoustic imaging, the reconstruction problem is
always three-dimensional.14 This is partly caused by the dif-
fuse propagation of the light pulse that excites the ther-
moelastic wave. It is therefore not possible to limit the gen-
eration of signals to a plane as in 2D x-ray computer
tomography, where information from only a single, thin sec-
tion of the sample is projected. Reconstruction of a 2D slice
therefore requires collection of information from the whole
volume to discriminate sources in the imaged section from

FIG. 8. Experimental image reconstruction: errors betweenf andf(n) as a
function of the number of iterationsn.
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those outside this section. Furthermore, knowing only the
source distribution in a cross-sectional plane, it is impossible
to solve the optoacoustic wave equation to obtain a set of
signals. The algorithm developed in this study can therefore
only be applied to the full source volume. This makes the
method computationally intensive. Generating or back-
projecting a signal from or to a volume of 40340340 points
took about 6 s on a G4Power PC~Apple Computer, Inc.!.
Using 9 detector positions, one full iteration was accom-
plished in a little less than 2 min and the whole reconstruc-
tion using 11 iterations required 22 min.

An important question is the performance of the iterative
algorithm in comparison with existing methods. Thermoa-
coustic images with a quality comparable to x-ray CT have
been obtained with hemispherical arrays and microwave
pulse sources.10 Pressure signals from an array of 4000 or
more elements are differentiated before backprojection, lead-
ing to a reconstruction method similar to the inverse three-
dimensional Radon transform. Taking the first derivative of
pressure~equivalent to the second derivative of velocity po-
tential! leads to signals that have some similarity to the re-
siduals that are used to improve the first image estimate in
the iterative algorithm~Fig. 2!. Employing the filtered back-
projection to our experimental signals we obtained a recon-
struction with an error of the velocity potential of 7.4
31024, which is lower than 7.831024 achieved with back-
projection of unfiltered signals but higher than the final error
of the iterative algorithm of 2.631024. This shows that the
inverse Radon method is not designed to work with a low
number of detectors, where the feedback provided by the
iterative algorithm has the better correcting effect. Another
method of filtered backprojection uses a high pass filter to
remove the slowly changing signal from background absorp-
tion. This creates new pressure and velocity potential signals
that correspond only to small structures with contrast relative
to the background.1 A similar kind of filtering could be useful
to process the signals that are used as input for the iterative
algorithm, which would then produce a corrected image of
only these structures.

VII. CONCLUSION

Iterative reconstruction of three-dimensional optoacous-
tic images leads to a significant reduction of artifacts, a cor-
rection of relative source strengths and an improvement of
contrast compared to a single backprojection of velocity po-
tentials. Compared to existing reconstruction techniques for
three-dimensional optoacoustic or thermoacoustic imaging
that use filtered backprojection of signals and high numbers
of detector array elements the iterative method uses a low
number of elements and a minimization technique that re-
places the filtering step. The method may be useful in imag-
ing applications where only a small number of array ele-
ments can be used, for example if the time for signal
acquisition and the size of the transducer are limited.

Apart from the optoacoustic imaging problem the pro-
posed reconstruction technique could also be applied to other
problems in acoustics where the imaged objects are at the
same time sources of acoustic waves. In the theoretical de-
scription it is shown how the temporally retarded signals

from an acoustic source can be calculated using a set of
linear equations. The reconstruction method is based on
these equations, however, the way in which sound is gener-
ated is not limited to the optoacoustic effect.
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Interpretation of standard distortion product otoacoustic
emission measurements in light of the complete
parametric response
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Emission characteristics~at 2 f 1– f 2) are measured in Mongolian gerbil as a function of the
independent variation of all four stimulus parameters, the frequencies (f 1 and f 2) and the intensities
(L1 andL2) of the two stimulus tones. The main five-dimensional display chosen is a logarithmic
grid of frequencies, where for each frequency pair there is a contour map of the emission amplitude
as a function of the two stimulus levels. The feature which leads to the greatest complexity in the
proper interpretation of emission responses is the widespread presence of ‘‘notches’’ in these
contour maps. Notches are lines of relative minima in the emission amplitude, and are found at
either: ~1! constantL1 , but only in regions whereL1.L2 ; or ~2! at constantL2 , only whereL2

>L1 . Notches are not found at any other orientations, and are associated with emission phase shifts
of about 180° as the notch line is traversed. These notch characteristics are explained by phase
cancellation in a simple cochlear amplifier model in which there is a change, as a function of the
stimulus level alone, of relevant characteristics of the cochlear response to a single tone. Only one
mechanism of emission generation is required to explain the observed patterns, i.e., there is no need
to invoke different ‘‘active’’ and ‘‘passive’’ mechanisms. Unless properly accounted for, the
presence of notches adversely affects all of the standard emission measurements, i.e., all methods
which cover a restricted parameter set such as DPgrams, input–output or ‘‘growth’’ functions, and
frequency ratio functions. Conversely, because the notch location appears approximately invariant in
the cochlea, notches potentially make it possible to use certain emission growth functions to
estimate forward and reverse middle-ear transfer functions. ©2002 Acoustical Society of America.
@DOI: 10.1121/1.1505021#

PACS numbers: 43.64.Ha, 43.64.Jb, 43.64.Kc@BLM #

I. INTRODUCTION

While increasingly a useful tool for investigating co-
chlear function, distortion product otoacoustic emissions
~DPOAEs! contain an inherent complexity that potentially
limits their usefulness. In the simplest case of two-tone mea-
surements, there is a total of four stimulus parameters which
can be varied independently. These are the two stimulus fre-
quencies (f 1 and f 2) and the two stimulus levels (L1 and
L2). The complexity arises because the normal mammalian
cochlea is astronglynonlinear system. The response even at
fixed stimulus frequencies depends strongly on the stimulus
levels and is highly asymmetric with respect to the two lev-
els. The emission is also dependent on the ratio of the two
stimulus frequencies,f 2 / f 1 , and of course varies with the
overall stimulus frequency as well~e.g., Mills and Rubel,
1994!. A complete characterization of a given cochlea re-
quires measurements over all four stimulus parameters var-
ied independently.

For reasonable intervals in stimulus parameters, a com-
plete parametric characterization can take days. For most in-
vestigations, a more limited parameter set must be chosen.
Any such choice can be thought of as a sequence of points or
lines taken through the complete four-dimensional parameter

space. To date, most such choices have been made rather
arbitrarily on the basis of convenience or convention, or at
best on the basis of preliminary measurements over a limited
parameter space. The method or criterion for choosing a re-
stricted set for routine measurements has not been well es-
tablished. Obviously, the method for choosing must depend
on the goal of the measurements. However, even within sets
of measurements which have similar goals, the process
through which the parameter set should be chosen has not
been well established. As a consequence, there are not yet
any truly ‘‘standard’’ methods of DPOAE measurement.

Examples of the general classes of limited parameter
sets that have been chosen follow. The simplest example is
the ‘‘DP audiogram’’ or ‘‘DPgram’’ ~e.g., Lonsbury-Martin
et al., 1990!. This is defined as the emission amplitude~at
2 f 1– f 2) as a function of stimulus frequency for fixed stimu-
lus levels and fixed frequency ratio. The second example,
covering more of the parameter space, is a set of input–
output, or ‘‘growth’’ functions~e.g., Brown, 1987; Lonsbury-
Martin et al., 1987!. A growth function is defined as a plot of
the emission amplitude as a function of stimulus level, with
fixed frequencies and a fixed relationship between the two
stimulus levels. Aset of such may, for example, include
growth functions over a range off 2 frequencies. Several dif-
ferent level relationships have been employed, including
equal levels, whereL15L2 ; and unequal levels whereL1 isa!Electronic mail: dmmills@u.washington.edu
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greater thanL2 , e.g.,L15L2110 dB ~e.g., Whiteheadet al.,
1995a; stimulus levels in dB SPL!. There are other suggested
relationships, notablyL150.4 L2139 dB ~Kummer et al.,
1998!. Some investigators have included in the general class
of growth functions those responses measured when fixing
one of the two stimulus levels and varying the other~e.g.,
Brown, 1987; Shi and Martin, 1997!. A third major class is
the ‘‘frequency ratio function’’~e.g., Brown and Gaskill,
1990a; Kimberleyet al., 1993; Taschenbergeret al., 1995!.
This is defined as a plot of the emission amplitude and phase
angle as a function of the frequency ratio,f 2 / f 1 , with con-
stant stimulus levels. Also held constant isone of the fre-
quencies, eitherf 1 , f 2 , or an emission frequency, e.g.,
2 f 1– f 2 .

Even within these three classes there are a number of
choices to be made. For example, for growth functions one
must choose a frequency ratio and the relationship between
stimulus levels. One general approach is to make preliminary
measurements over some part of the parameter space, with
the goal of identifying those parameters which give a relative
maximum in emission amplitude~in a particular cochlea!.
This limited parameter set is then used in the investigation
~e.g., Faulstichet al., 1996!. There are potential problems
with this approach. One problem is that of identifying the
maximum of a surface over a four-dimensional space when
varying onlysomeof the dimensions. More problematic for
clinical purposes, the fact that the emission is relatively large
in the normal case does not establish that those same stimu-
lus parameters are the best choice to measurechangesin
hearing function.

Some studies have addressed this issue by looking at the
effect of a given auditory manipulation on different choices
of growth function. The unequal-level choice was found to
be generally more sensitive than the equal-level choice in
several situations, including changes due to noise damage in
experimental animals~Wiederholdet al., 1986; Whitehead
et al., 1995a!, to tone-induced temporary threshold shift in
humans~Suttonet al., 1994!, and to acute responses to cer-
tain ototoxic drugs~Whitehead et al., 1992a; Mills and
Rubel, 1994; Shi and Martin, 1997!. Of course, these initial
parametric studies have generally ignored large parts of the
complete parameter space, particularly potential variations
with stimulus frequencies and frequency ratios.

Progress has also been made in understanding the rela-
tionship between different methods of varying parameters in
frequency ratio functions. Model calculations confirmed by
observations have provided a useful explanation of relation-
ships between phase gradients measured with the three dif-
ferent methods, i.e., fixed-f 1 , fixed-f 2 , and fixed emission
frequency~e.g., Sheraet al., 2000; Tubiset al., 2000!. For
this reason, the present work does not study the relationship
between the three types, and includes only frequency ratio
functions for fixed f 2 as representative of all three types.
This particular type was chosen because it fits best with the
main parametric representation chosen for this study.

While phase gradients with frequency ratio are therefore
not a focus of the present study, the interpretation of the
amplitude responseof typical frequency ratio functions re-
mains an active area of investigation and is considered in the

context of the complete parametric response. The interpreta-
tion of growth function measurements and the best choice of
parameters for such measurements also remain an active area
of investigation. As will be seen, the interpretation of all
DPOAE measurements is confounded by the presence of
‘‘notches’’ found throughout the parameter space. Such
notches represent sharp decreases in emission amplitude,
lines of relative minima along particular parameter coordi-
nates, and are accompanied by rapid changes in the emission
phase angle across the line. The behavior of these notches,
their locations in parameter space, and their interpretation
turn out to be crucial for the interpretation of standard
DPOAE measurements.

The present study is intended to extend and complement
previous studies which have explored more limited param-
eter spaces. In particular, this report extends an initial para-
metric study in gerbil which was limited in frequency by
time and equipment limitations~Mills and Rubel, 1994!.
While space precludes a thorough review, examples of other
limited parametric studies include those focused on fre-
quency ratio functions~Fahey and Allen, 1986; Brown and
Gaskill, 1990a, b; Lukashkin and Russell, 2001! and those
focused on asymmetries with stimulus levels~Wiederhold
et al., 1986; Brown, 1987; Gaskill and Brown, 1990; White-
headet al., 1992a, b, 1995a, b; Hauser and Probst, 1991!.
While the full parametric response to be reported here gen-
erally agrees with responses found in studies over a more
limited parameter space, the intent here is to show that the
study of the complete parametric response can provide addi-
tional, useful perspective on the interpretation of earlier re-
sults.

II. METHODS

Subjects were young adult Mongolian gerbils~Meriones
unguiculates! from Charles River Laboratories~Wilmington,
MA !. Equipment and procedures were similar to those pre-
viously detailed~Mills and Rubel, 1996; Mills and Shepherd,
2001!. All animal procedures were approved by the Animal
Care Committee of the University of Washington. Briefly,
animals were anesthetized with a mixture of ketamine hydro-
chloride ~Ketaject, Phoenix Pharm., 80 mg/kg! and xylazine
~Xyla-ject, Phoenix Pharm., 5 mg/kg!. Supplements of this
mixture at 1/3 the initial dosage were given as needed to
maintain a surgical depth of anesthesia throughout. The ani-
mal was attached to an adjustable surgical head holder
~Kopf! employing a bite bar, and positioned on a heating
pad. Animal temperature was maintained at 37 °C by an au-
tomatic system monitoring anal temperature. The pinna on
the left side was removed, and a small amount of tissue
removed over the bulla immediately dorsal-posterior to the
ear canal. A small hole was drilled into the bulla and a tube
~0.86-mm i.d. by 6.5 cm long! force-fit into the hole. The
purpose of the small-diameter tube was to provide static
pressure relief for the middle ear while maintaining normal
middle-ear function.

A custom coupler~Mills and Rubel, 1996! was advanced
under micromanipulator control and sealed to the left ear
canal. The coupler included a port for a low-noise micro-
phone~Etymotics ER10B!, a port for a probe tube reference
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microphone, and two ports for sound delivered through tub-
ing from custom tweeters. Before beginning measurements, a
wideband noise signal was generated by one tweeter, and the
output of the low-noise microphone was calibratedin situ by
comparison to the output of the probe tube microphone. The
same coupler and calibration were used for DPOAE and au-
ditory brainstem response~ABR! measurements.

One animal was the subject for each initial set of
DPOAE measurements at a singlef 2 frequency. Grids of
emission output as a function of stimulus levels (L1 ,L2)
varied independently were measured for a prechosen set of
seven stimulus frequency ratios spanning the range from
f 2 / f 151.06 to 1.59 at approximately logarithmic intervals.
Stimulus frequencies,f 2 , were chosen at octave intervals
from 1 to 32 kHz, a total of six differentf 2 frequencies.
These choices divided the four dimensional stimulus space
into a set of 42 stimulus frequency pairs (f 1 , f 2), with a grid
of stimulus intensities (L1 ,L2) to be measured at each com-
bination of stimulus frequencies.

Each grid of emission output was obtained by indepen-
dently varying both stimulus levels at 5-dB intervals. Maxi-
mum levels wereL13L2580380 dB SPL at allf 2 frequen-
cies except at 32 kHz, where maximum levels were 90
390 dB SPL. At mostf 2 frequencies, the emission ampli-
tude at each point was measured by synchronous averaging
for 4 s, resulting in a total time of about 20 min required to
measure each grid. At the frequency extremes,f 251 and 32
kHz, the noise floor was higher and increased integration
times were used. For analysis, a contour map of each data
grid was constructed. To generate a contour map, an exact
square grid was first calculated by extrapolation from the
actual values ofL1 and L2 measured and the emission am-
plitude was smoothed slightly~using a negative exponential
smoothing function with a fourth-order polynomial and a
sampling proportion of 0.1–0.2; Sigma Plot 2000, SPSS,
Chicago, IL!.

To obtain additional information on the phase changes
with stimulus frequency ratio, the seven basic grids were
supplemented by taking frequency ratio functions for each
animal. These plots were obtained by holding thef 2 fre-
quency and stimulus levels fixed and varying the frequency
ratio at close intervals~typically 0.02!. Frequency ratio func-
tions were measured for a small set of stimulus levels,L1

3L2 , at the samef 2 as for that animals’ contour maps.
To complement maps and functions measured at a given

f 2 , and to delimit variability, measurements were made in a
second group of subjects acrossf 2 frequency. These mea-
surements included standard emission measurements such as
‘‘DPgrams’’ and growth functions, both withf 2 / f 151.21.
Growth functions were measured with equal levels,L1

5L2 , and unequal levels, withL15L2120 dB. For com-
parison to the emission growth function thresholds, ABR
measurements were also made in the second group. Pin elec-
trodes were inserted subcutaneously, with the positive differ-
ential located between the eyes, the negative differential at
the base of the neck, and the reference electrode at the left
rear leg. Tone pips were used with frequencies chosen to be
the same as thef 2 frequencies. Pips had a cos2 rise and fall
time of 1 ms, a total duration of 5 ms, were of alternating

polarity, presented at a rate of 31 Hz, and averaged over
1000 presentations. For the 3–4 curves near threshold, two
or more ABR measurements were recorded at each stimulus
level, so that the threshold could be unambiguously deter-
mined within a 5-dB interval. All traces were recorded and
thresholds determined offline by visual inspection.

Following measurements in the animal, instrumental
noise and distortion levels were estimated by repeating the
DPOAE measurements at the same parameter choices, but
with the animal replaced by a long tube~3.2-mm i.d. by 5
m!. This effectively ‘‘infinite’’ tube, of approximately the
diameter of the gerbil ear canal, provides a load with an
impedance across frequency estimated to be generally equal
to or lower than the impedance at the entrance to the gerbil
ear canal~Mills and Rubel, 1996!. Hence, this measurement
provides an upper bound on the possible instrumental distor-
tion present when the animal is measured. In addition, during
animal measurements the noise floor was estimated for each
stimulus presentation by an appropriate average of the bins
next to the emission frequency at 2f 1– f 2 . Emission ampli-
tudes were included in data analysis only when they were at
least 10 dB above noise and instrumental distortion ampli-
tudes~except in Fig. 4, as noted!.

III. RESULTS

A. The ‘‘complete’’ observed emission distribution

In this report, results are summarized only for the most
important and most frequently measured emission compo-
nent, the cubic distortion tone~CDT! at the frequency
2 f 1– f 2 . Results from a typical grid measurement are dis-
played in Fig. 1~A!. The measurements for each grid consist
of a set of emission amplitudes and phases over a grid of
points in stimulus level space, for fixed stimulus frequencies.
In this example, the frequencies weref 156.25 kHz andf 2

58 kHz (f 2 / f 151.28). The contour map represents the
emission amplitudes versus stimulus levels, withL1 on the
horizontal axis andL2 on the vertical axis. In this map, a
given contour follows a line of constant emission amplitude
in the L13L2 space. To aid in visualization and interpreta-
tion of such maps, elevation views are shown along selected
planes or cross sections through the contour map, as indi-
cated in panel~A! by dashed linesB throughF.

The contour map is clearly very asymmetric with respect
to L1 and L2 . The line E, which cuts the map atL15L2 ,
clearly does not divide the emission distribution in half. In
addition, there is a large notch atL1570 dB SPL which ex-
tends vertically almost all the way through the distribution,
i.e., until it nears the region whereL2'L1 . As Fig. 1~C!
suggests, over the whole region whereL2,L1 , the shape
and location of the notch do not depend at all on the level
L2 . For this reason, a notch with this orientation will be
referred to as an ‘‘L1 notch.’’

Note the behavior of the emission phase angle shown in
the lower part of each elevation view. While the absolute
values of the phase angles are not relevant,relative changes
over a given grid are important. Because stimulus frequen-
cies are not changing in this map, all phase angle changes are
due to nonlinear effects. That is, linear parts of a system
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FIG. 1. ~A! Upper left is a contour map derived from the measurements over a given grid of stimulus levels, and is a representation of the emission amplitude
versus both stimulus levels,L1 on the horizontal axis andL2 on the vertical. The line for an emission amplitude of 0 dB SPL is shown in bold on this map
and in all subsequent ones, and contours are shown spaced at 5-dB intervals in emission amplitude in all maps. Dashed lines denotedB throughF represent
planes cut through the emission distribution, and cross-sectional or ‘‘elevation’’ views at these planes are given in the corresponding panels~B!–~F!. Most
cross-sectional views are oriented so that they share an axis with the main contour view. This was not done with the two 45° cross sections~lower right
panels!, where~E! represents a growth function alongL15L2 , and~F! represents a growth function alongL15L2120 dB. However, the horizontal scales in
~E! and ~F! are elongated byA2 so that the dimensions agree with the distance along the 45° cuts through the contour map~A!. In all elevation views, in
addition to the amplitude as a function of stimulus level, open circles show the measured emission phase angle. The scale bar represents 180 deg. Elevation
view ~C! shows amplitude responses for three differentL2 levels as noted, but phase responses are forL2530 dB SPL only. Note also that the contour maps
are smoothed slightly for plotting~see Sec. II!. However, the elevation views shown are not smoothed, and represent the raw data used to derive the contour
maps. For future use, the emission ‘‘threshold’’ amplitude of210 dB SPL is indicated in~F!, with the associated threshold level beingL1536 dB SPL for this
example. The notch level,LN , is also noted, in this case occurring forL1570 dB SPL. Asterisks in the elevation views represent measured noise and
instrumental distortion levels~see Sec. II!. Where no asterisks are shown, it means that the values were below220 dB SPL.
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cannot contribute phase changes while varying stimulus lev-
els at fixed frequencies. The behavior shown is typical, in
that phase changes are usually small or gradual as the stimu-
lus level is changed, except for particular regions where there
is sometimes seen a rapid change or jump in phase angle.
Such jumps often total about 180°, and a scale bar of height
180° is shown for comparison.

In general, there is a one-to-one correspondence be-
tween notches observed in the contour map amplitude plots
and jumps or rapid changes in the associated phase of the
emission. For example, there are notches in the cross sec-
tions~C! and~F!, and corresponding, clearly related jumps in
phase. In contrast, for~B!, ~D!, and ~E!, the notches in the
map are avoided and the phase angle changes are more
gradual. Because of the general correspondence of rapid
phase changes with notches, and otherwise only gradual
phase changes, the phase angle responses do not add a lot of
independent information to the contour map representation
as shown in Fig. 1~A!. For the main data summary, therefore,
the focus is on the amplitude distribution, with phase infor-
mation included only when particularly relevant or for illus-
tration.

A complete parametric representation of the normal dis-
tribution of emission amplitude is summarized in Fig. 2. This
is a five-dimensional representation in which all axes are
logarithmic, though not of the same scale. This display pre-
sents the variation with the stimulus frequency,f 2 , starting
at 1 kHz for the top row and increasing in octave intervals to
reach 32 kHz for the bottom row. Frequency ratios range
from f 2 / f 151.06 to 1.59 from left to right, at approximately
logarithmic intervals. This means that thef 1 frequencyde-
creasesfrom left to right for each row in this display, as does
the 2 f 1– f 2 emission frequency. For each frequency pair,
there is a contour map which represents a plot of the emis-
sion amplitude as a function of the independent variation of
both stimulus levels,L1 andL2 . The same conventions are
used as in Fig. 1~A!.

As in Fig. 1, the vertical arrows in Fig. 2 illustratesome
of the stimulus levels,L1 , where jumps or rapid phase
changes were observed in the phase responses~not shown!.
The horizontal arrows indicate that similar phase changes
also can occur at a particularL2 . Note that only some of the
phase jumps are indicated in Fig. 2; in general, a phase jump
or rapid change was found to occur whenever there was a
notch in the amplitude distribution. Note also that over the
entire parameter space~Fig. 2!, only two types of notches
were found. These are ‘‘L1 notches,’’ which have their
minima along a line of constant stimulus level,L1 , and ‘‘L2

notches,’’ which are aligned along a line of constantL2 .
Note that the sharp notches seen in Figs. 1 and 2 when

stimulus levels are changed can potentially intrude when us-
ing any other parametric manipulations. For this reason, the
conclusions to be drawn from such maps will be deferred
until supplemental data have been summarized. These
supplemental data include measurements in which the focus
is on the variation of amplitude and phase angle with stimu-
lus frequencies. First, however, it is necessary to consider
possible effects of bidirectional middle-ear transmission at
lower frequencies. This consideration leads to changes in the

stimulus levels to be measured as a function of frequency,
and has implications for interpretation of results at lower
frequencies.

B. Possible effects of middle ear on measured
emission patterns

The difference between the maps atf 251 and 2 kHz
~first two rows of Fig. 2! is noteworthy. The maps forf 2

52 kHz remain robust for allf 2 / f 1 , but the emissions for
f 251 kHz become very weak asf 2 / f 1 becomes large, i.e., as
f 1 becomes small. This abrupt behavior contrasts especially
with more gradual changes observed at higher frequencies,
i.e., asf 2 goes from 2 to 8 kHz. One possible explanation for
this is provided from an examination of the behavioral hear-
ing threshold for the gerbil~Ryan, 1976!. The auditory
threshold in this animal was found to be relatively flat from
1 to 16 kHz, but it increased at a rate of about 40 dB/decade
for frequencies below 1 kHz@see the dashed lines in Fig.
7~A!#. The corner frequency appeared to be about 1 kHz.
Supposethat the major cause of this rise were due to the
gerbil middle ear, and let us ask what would be the effect on
the emission maps in Fig. 2. That is, the goal here is to
calculate how these maps might look if the middle ear in-
stead were transparent, or, equivalently, if the measurements
could be made at the stapes. For demonstration, the calcula-
tions will employ the simplest model consistent with the be-
havioral threshold data: that middle ear effects in the gerbil
cause abidirectional decrease in transmission of 40 dB per
decade for frequencies below 1 kHz, and no change above. It
should be emphasized that it is not being suggested that such
a simple model is ‘‘correct’’ or adequate for detailed mea-
surements, only that it is the simplest model one can employ
for a first attempt at exploring possible effects of the gerbil
middle ear on its observed emission pattern.

First consider thef 251 kHz maps; an example for
f 2 / f 151.28 is shown in Fig. 3. Thef 2 frequency is at the
middle-ear corner frequency, so there is no correction to be
made to anyL2 values. At this frequency ratio, however, the
f 1 frequency is at 780 Hz and the inward transmission
through the middle ear would be decreased about 5 dB. To
make the middle ear transparent, then, the stimulus input
scale is first decreased to reflect its effective value at the
cochlea by shifting theL1 scale 5 dB to the right, as shown
in the middle panel@Fig. 3~B!#. Next, note that, for the cho-
senf 1 and f 2 , the CDT emission at 2f 1– f 2 is at a frequency
of 560 Hz. The simple model suggests that middle-ear effects
would cause about 10-dB attenuation in the outward trans-
mission at this frequency relative to that at 1 kHz. To com-
pensate for the middle-ear effects, then, 10 dB is added to the
emission amplitude. In effect, the emission contours are ap-
propriatelyrelabeledto compensate for the 10-dB decrease,
as done in the right panel. This is the final step of the trans-
formation of the measured contour map to a ‘‘compensated’’
contour map, i.e., the map which presumably would have
been measured if the gerbil middle ear were transparent.

To allow for such transformations, thef 251 kHz grids
had to be measured to higherL1 levels and lower emission
amplitudes than for Fig. 2. Data from these additional mea-
surements in another animal and subsequent transformations
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are summarized in Fig. 4. This figure also includes transfor-
mations of thef 252 kHz maps. For these maps, since thef 1

frequencies were all between 1 and 2 kHz, no stimulus levels
needed to be transformed, and it was possible to use the
same animal as in Fig. 2. The emission amplitude alone was
adjusted, and only for the three maps on the right for which
the emission frequency, 2f 1– f 2 , was below 1 kHz.

Overall, the emission patterns estimated for a ‘‘transpar-
ent’’ middle ear change relatively little as a function of fre-
quency ~Fig. 4 compared to Fig. 2!. Further discussion is
deferred to the summary of results.

C. Frequency ratio functions

For each subject in Fig. 2, i.e., for each row representing
a given f 2 frequency, frequency ratio functions were also
measured at the samef 2 . These are measures for a given
L13L2 at relatively close spacing in thef 2 / f 1 frequency
ratio. Close steps are required so that phase variations can be
unambiguously unwrapped. A number of frequency ratio
functions were taken for each subject, typically at 10-dB
intervals inL13L2 , for levels of 60 dB SPL and below. One
set of such functions is illustrated in Fig. 5 for the stimulus

FIG. 2. Complete parametric representation: emission amplitudes measured as a function of the independent variation of all four of the stimulus parameters.
As in Fig. 1~A!, each contour map illustrates the emission amplitude as a function of the stimulus levelL1 ~on the horizontal axis! and the stimulus levelL2

~on the vertical axis!. In all panels, the bold contour line represents an emission amplitude of 0 dB SPL, and contours are shown at 5-dB intervals. Maps have
been trimmed at lower stimulus levels to minimize white space, but the axes are the same across each row of maps. The ticks at 50 dB SPL are identified in
the left column. The points for whichL13L2560340 dB SPL also are noted by open squares in the column forf 2 / f 151.21. In all contour maps, the upper
right corner is atL15L2 . This is equal to 80 dB SPL except at 32 kHz, where the grids go to 90 dB SPL in both stimulus levels. For reference, dashed lines
~at 45°! for growth functions withL15L2 and withL15L2120 dB are also shown in two columns. Also, in the 4-kHz row, the open circles indicate the level
pair L15L2560 dB SPL. The lowest contour plotted in most maps is at210 dB SPL, except at the extremes of frequency, where the increase in noise floor
prevented measurements to these levels. The arrows indicatesomeof the regions where the emission phase angle showed a jump or rapid change of about 180
deg.
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levelsL13L2560360 dB SPL. The location of this stimu-
lus level is indicated by the open circles in Fig. 2~shown in
the row for f 254 kHz only! and in Fig. 4~C!. For f 2

51 kHz, measurements were also made at the ‘‘compen-
sated’’ stimulus levels ‘‘60’’360 dB SPL, indicated in Fig.
4~A! by the open circles. As discussed above, the compen-
sated levels are taken for progressively higherL1 levels as

the frequency ratio increases. In Fig. 5, to illustrate typical
emission amplitude corrections for middle-ear effects, the
measured emission amplitude~thin line! was increased as
indicated~heavy line! in the amount of 40 dB/decade forall
2 f 1– f 2 frequencies below 1 kHz.

In the representation in Fig. 5, the horizontal axis is a
linear scale and equal to stimulus frequencyf 1 / f 2 but in the

FIG. 3. Illustration of data transforma-
tions which can be made to contour
maps to approximately compensate for
possible middle-ear effects. The left
contour map~A! represents the mea-
sured emission amplitude in the ear
canal for f 251 kHz and f 2 / f 151.28.
In this animal, unlike the animal in
Fig. 2, emissions were measured to
stimulus levels of L1585 dB SPL.
Panel~B! illustrates the transformation
in L1 stimulus level by 5 dB and panel
~C! illustrates the transformation in
emission amplitude by 10 dB to ap-
proximately account for middle-ear ef-
fects. Values were rounded for this il-
lustration: the actual amounts from the
model used to construct Fig. 4 were
4.3 and 8.6 dB, respectively.

FIG. 4. Transformation of measured contour maps forf 251 and 2 kHz to account for possible effects of the middle ear. In all maps, the lowest contour level
~thick line! represents an emission of 0 dB SPL, and lines are shown at 5-dB intervals. The 1-kHz data are from the same animal as Fig. 3, and the 2-kHz data
from the same animal as Fig. 2. For best comparison with the compensated maps, the 1-kHz maps are presented exactly as are the 1-kHz maps in Fig. 2, i.e.,
only to a fixedL1580 dB SPL in the ear canal and down to a specific measured value of the emission amplitude, in this case 0 dB SPL. Measurements were
actually made to higherL1 and to much lower emission amplitudes, to allow for the subsequent transformations. The middle row~B! shows the effect on the
observed 1-kHz maps of correcting for middle-ear function as illustrated in Fig. 3. For reference, the open circles in~A! and~B! indicate the location of the
compensatedlevelL13L25 ‘ ‘60’’ 360 dB SPL, and in~C! open circles indicate the levelL13L2560360 dB SPL. Dashed contour lines indicate uncertainty
due to noise or instrumental distortion. Atf 251 kHz with f 2 / f 151.59, even with integration times of 24 s, the noise floor at the emission frequency of 260
Hz was too high to make measurements sensitive enough to allow compensation, so this map was omitted.
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FIG. 5. Plots of emission amplitude versus frequency
ratio f 2 / f 1 , i.e., ‘‘frequency ratio functions,’’ which for
this study were measured for fixedf 2 frequencies and
correspond to a given row in Fig. 2, and were for the
same subjects~except the 1-kHz animal was the same
as Figs. 3 and 4!. Same layout as Fig. 2, in that from top
to bottom are results forf 2 frequencies at octave inter-
vals, and frequency ratio,f 2 / f 1 , increases from right to
left. At eachf 2 frequency, the vertical axis is the emis-
sion amplitude, scale shown in the panel forf 2

58 kHz. The horizontal axis isf 1 / f 2 and is a linear
scale~at bottom!. The corresponding ratiosf 2 / f 1 are
noted on the top of the figure. Dashed vertical lines
reference some of the ratios for which contour maps are
shown in Figs. 1–4. Stimulus levels were fixed atL1

3L2560360 dB SPL unless otherwise noted. In addi-
tion, a special compensated stimulus level was mea-
sured forf 251 kHz, whereL2 was fixed at 60 dB SPL
but L1 was increased proportionally at largerf 2 / f 1 to
account for middle-ear transmission effects@actual lev-
els employed are indicated by open circles in Fig.
4~A!#. Also, because of the higher noise floor at 32 kHz,
the levelL13L2570370 dB SPL was chosen for dis-
play. Phase angles are repeated at 360-deg intervals for
clarity. The scale bar represents 180 deg, and indicates
possible locations of rapid phase changes, or ‘‘jumps.’’
The vertical arrows above point to possible or probable
‘‘notches’’ in the amplitude function. As noted, phase
angles shown for 1 kHz were from the measurements
with compensated levels~of L1).
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reverse direction. This is done so that lowf 2 / f 1 values~near
unity! lie to the left in Fig. 5 as they do in Fig. 2. The linear
frequency scale~in f 1) is used rather than logarithmic as in
other displays, because a constant slope in the phase angle
versus the frequencyf 1 represents a constant phase gradient
or group velocity. In this representation, a phase angle in-
creasing from left to right corresponds to a positive group
velocity. The scale bar in the phase plots is 180°, and is
located, for comparison, in places where there appear to be
anomalous changes in phase. The arrows indicate associated
notches in the frequency ratio function.

The phase changes associated with notches are less clear
in Fig. 5 than in Fig. 1. This is obviously because there are
intrinsic phase changes associated with the group delay in
the frequency ratio response function, but there are no simi-
lar phase gradients intrinsic to growth functions. Therefore,
the vertical bars in Fig. 5 only indicate some places where
theremaybe rapid phase changes associated with phase can-
cellation effects. The relationship of the notches identified
with different methods of varying parameters is discussed in
the summary of the results.

D. DPgrams

Another common method of measuring emission re-
sponses within a~very! restricted parameter set is the ‘‘DP-
gram.’’ This is defined as a plot of emission amplitude versus
f 2 frequency holding the stimulus levels and the frequency
ratio constant. A typical response is shown in Fig. 6. This
plot is for a frequency ratio off 2 / f 151.21, with L13L2

560360 dB SPL in the upper part~A! and with L13L2

560340 dB SPL below ~B!. The horizontal axis is the
stimulus frequency,f 2 . Emission amplitudes are shown as
the bold line and the phase angles as the filled circles. No
compensation was done for possible middle-ear effects in
this display.

E. Emission growth and threshold functions

As noted in the Introduction, for routine measurements it
is obviously necessary to choose a subset of the entire pa-
rameter space. DPgrams are fast and generally suitable for
screening purposes, but sample only a very limited part of
the stimulus parameter space. For general use, the next step
up in complexity has typically been the use of growth func-
tions, plots of emission amplitude with fixed frequency and
level ratios. Two common choices of level ratio are illus-
trated in Figs. 1 and 2, for comparison to the overall map of
emission amplitude. These are equal level ratios, whereL1

5L2 , and unequal levels, withL15L2120 dB. These were
chosen for this study to span the range of level ratios most
often used. Examples of these growth functions are noted in
Fig. 2 for frequency ratios in the usual range, i.e., forf 2 / f 1

from 1.2 to 1.3.
An obvious advantage for the main display format cho-

sen for this study is that any growth function simply repre-
sents a cross section or elevation view along a line in a
stimulus level grid~e.g., 45° dashed lines in Fig. 2!. A given
animal was measured to contribute one row, i.e., onef 2

value, of Fig. 2. To complement and support these data, mea-

surements of growth functions were taken in additional ani-
mals at fixed frequency ratio but acrossf 2 frequency, i.e., by
sampling one column of Fig. 2. Emission threshold measures
were constructed from these growth functions, as defined in
Fig. 1~F!, and compared with ABR threshold measures in the
same animals. An example is shown in Fig. 7.

F. Summary of results

A review of all data obtained in this study leads to the
conclusions summarized below, with interpretations of these
results deferred to the next section.

~i! For any combination of stimulus frequencies, the nor-
mal intensity distribution is usually highly asymmet-
ric as a function of the stimulus levels. This can be
seen most easily by looking at the linesL15L2 drawn
in typical contour maps; by far, most of the measur-
able emission occurs in the region ‘‘below’’ this line,
i.e., whereL1.L2 . The exception occurs when the
frequencyf 1 becomes close tof 2 , that is, asf 2 / f 1

tends to one. Mathematically, of course, as the two
frequencies tend to equality the intensity distribution

FIG. 6. Typical DP grams, plots of emission amplitude as a function off 2

frequency, with fixed frequency ratio and fixed stimulus levels. Measure-
ments were made at 1/4-octave intervals inf 2 . Stimulus and emission levels
were those measured in the ear canal, i.e., they were not compensated for
middle-ear effects. The line shows the DPgram amplitude and the filled
circles below represent the emission phase response, repeated at 360-deg
intervals. The scale bar represents 180 deg. Arrows denote some probable
notch locations.
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must tend to symmetry with respect toL1 and L2 .
Such a trend is clearly seen in the left columns in Fig.
2.

~ii ! There are very frequently observednotches in the
emission amplitude as a function of the stimulus pa-
rameters. As seen in Fig. 2, for example, there are ‘‘L1

notches’’ representing a sharp decrease in the emis-
sion intensity as a function ofL1 , occurring at a given
L1 across a large range inL2 . Note that the variation
in the apparent sharpness of the notch between maps
in Figs. 1–4 is not necessarily significant, because the
apparent sharpness of the notch depends partly on the
exact choice of stimulus levels relative to the actual
location of the minimum in amplitude.~In this study,
all data collection for contour maps and growth func-

tions used a 5-dB spacing in both stimulus levels.!
The location of the notch is potentially significant,
however, and even more significant is the fact that in
a given map there is essentially no variation in theL1

notch location or shape asL2 is varied. An example of
this was shown in Fig. 1~C!, and this conclusion has
been verified by extensive examination of the raw
data. Reflecting this, Fig. 2 shows that the contour
maps fitted to the observed data always give purely
‘‘vertical’’ L1 notches, or purely ‘‘horizontal’’L2

notches.
~iii ! The L1 notches usually disappear when the stimulus

level L2 becomes comparable toL1 . That is, L1

notches are never found whereL2@L1 . In addition to
the L1 notches noted in Fig. 2, there are also fre-
quently found ‘‘L2 notches.’’ Some examples of these
are indicated by horizontal arrows in Fig. 2. TheL2

notches have very similar characteristics to theL1

notches, and all conclusions forL1 notches apply to
L2 notches with indices interchanged. For example,
L2 notches are never found whereL1@L2 . Notches
areneverfound at orientations other than these two in
stimulus level plots.

~iv! As the ratio f 2 / f 1 decreases~given row in Fig. 2!,
bothL1 andL2 notches typically are found to occur at
smaller stimulus levels. This ‘‘movement’’ can result
in a weakness in emissions in low stimulus level re-
gions for smallf 2 / f 1 . At f 254 and 16 kHz, for ex-
ample, the low stimulus level emission almost van-
ishes asL1 and L2 notches appear to ‘‘converge’’
when f 2 / f 1 becomes close to unity~Fig. 2, arrows,
leftmost maps!. This has obvious consequences for
frequency ratio functions, discussed below. For mod-
erate f 2 / f 1 , however, the notch movement seems
typically gradual, with the notch stimulus levels typi-
cally increasing slowly with increasingf 2 / f 1 . Note
that theL1 notch for f 251 kHz ~Fig. 2, top row! is
found to be more consistent with those at otherf 2

frequencies when middle ear effects are approxi-
mately accounted for@Fig. 4~B!#.

~v! When a notch is observed inany emission amplitude
representation, the emission phase angle is typically
observed to have a jump or rapid change as the rel-
evant parameter is moved through the notch region
~Figs. 1, 5, and 6!. The jump or total change in phase
angle is often near 180°. The phase change is more
obvious in growth function plots~Fig. 1! or indeed in
any plots where stimulus frequencies are constant.
This is evidently the case because in such a represen-
tation there areno phase angle changes added by the
linear part of the system. No matter in what display
the notches are observed, however, notches in ampli-
tude appear to be associated with rapid phase changes.
Clearly, no matter how the parameters are varied, a
minimum in one map at a certain set of parameters is
the sameminimum found in any other map at the
same set of parameters. However, the rapidity of the
observed phase changes and the sharpness of the

FIG. 7. Frequency-threshold functions for gerbil.~A! The top graph sum-
marizes the normal adult behavioral threshold determined by Ryan~1974!.
Vertical bars are standard errors. Dashed lines indicate the simple middle-ear
model discussed in the text.~B! ABR threshold response for an individual
animal, same one as in Fig. 6.~C! Emission threshold measures for the same
animal, for criterion emission amplitude equal to210 dB SPL. Dashed line
is for equal level,L15L2 , and the solid line is for unequal levels, with
L15L2120 dB. For comparison between these choices, the mean stimulus
amplitude (L11L2)/2, is plotted on the vertical axis. No corrections for
possible middle-ear effects were made to any of these threshold determina-
tions. Note that the horizontal axes in~B! and~C! represent only a segment
of the frequency span in~A!, as noted by the arrows.
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notch depend on the specific cut taken, i.e., depend on
the direction followed through the parameter space.

~vi! Consider typical displays where stimulus levels are
fixed but frequencies are changed, such as frequency
ratio functions~Fig. 5! and DPgrams~Fig. 6!. Notches
observed in these displays may be identified withei-
ther L1 or L2 notches as seen in contour maps. There
is a simple rule to determine which is the most likely
identification. For stimulus levels chosen so thatL1

.L2 , a notch observed in a frequency function will
usually be associated with anL1 notch in the contour
map ~e.g., ‘‘vertical’’ notches near the location of the
open squares in Fig. 2 at somef 2 frequencies!. If the
stimulus levels are equal,L15L2 , or unequal with
L2.L1 , the phase cancellation observed in any fre-
quency response will usually be identified with anL2

notch in maps like Fig. 2~e.g., ‘‘horizontal’’ notches
near open circles in Figs. 2–4!. This is simply be-
causeL1 notches typically appear only in regions
whereL2,L1 , andL2 notches are typically seen only
in regions whereL2>L1 , as illustrated in Figs. 2–4.
Of course, because effective levels of stimuli at the
inner ear depend on middle-ear transmission, relation-
ships between levels becomes less certain asf 2 / f 1

increases, particularly for frequencies over which the
middle-ear transmission is changing rapidly. In such
cases, the comparison should be made for stimulus
levels referred to the stapes, as in the transformations
in Figs. 3 and 4. In all cases, care is required in iden-
tifying notches found when using equal-level stimuli,
as these potentially could be eitherL1 or L2 notches
~Fig. 2!.

~vii ! In the DPgram@Fig. 6~B!#, the notch seen near 4 kHz
is very clearly associated with a deepL1 notch seen in
the 4-kHz contour map near the open square in Fig. 2.
It is not due to an elevation of hearing threshold near
4 kHz in this animal. This conclusion is supported in
general by behavioral thresholds in gerbil@Fig. 7~A!#,
and, in particular, by ABR thresholds measured in the
same animal@Fig. 7~B!#. Note also that the phase
angle changes in the DPgrams seen in Fig. 6, while
compatible with 180° shifts at notches, appear more
difficult to consistently interpret than those in the
growth function displays.

~viii ! In the growth functions, those for the unequal case,
L15L2120 dB, appear to be slightly stronger than
those for the equal case,L15L2 , at the same mean
stimulus level, i.e., when compared using the values
(L11L2)/2. That is, the emission ‘‘threshold’’ is rela-
tively lower ~Fig. 7!, at least for frequencies at 8 kHz
and above. The notable exception is nearf 254 kHz,
where the leftward shift~to lowerL1) of theL1 notch
makes the emission relatively weaker for the unequal
case growth function. That is, this notch is located
near the open square in the 4-kHz map in Fig. 2, and
it shows up as an anomalous increase in emission
threshold in the associated frequency threshold curve
in another subject~Fig. 7!. Obviously, this is the same

L1 notch that interferes with the DPgram at 60
340 dB SPL in the same subject~Fig. 6!.

~ix! Both amplitude and phase as a function of frequency
ratio are complicated by the presence of notches. For
example, in the equal-level frequency ratio functions
~Fig. 5! the two minima in the 2-kHz function~ar-
rows! appear to be associated with anL2 notch in the
relevant maps which ‘‘moves’’ in and out of the loca-
tion of the relevant stimulus point@Fig. 4~C!, open
circles#. Also, notches on the left side of the curves
for f 2 of 4 to 32 kHz seem particularly important in
determining the characteristic shape of the frequency
ratio function. In addition, if the decrease in emission
amplitude attributed to middle-ear effects is corrected
for ~thick lines in Fig. 5!, there is little evidence that
the frequency ratio function has a general ‘‘bandpass’’
effect. Put another way, except for the effects of
notches and middle ear, the emission amplitude pat-
tern is nearly independent of frequency ratio at mod-
erate stimulus levels~Figs. 4 and 5!. The remaining
exception is a modest ‘‘low-pass’’ effect observed,
i.e., there is a gradual decrease of emission amplitude
with increasing frequency ratio. However, this de-
crease is only seen forf 2 frequencies above 8 kHz
and only at relatively largef 2 / f 1 ratios.

The notches noted in all representations in this study
have been discussed at length, because it appears that their
presence is responsible for many problems in the interpreta-
tion of emission data, as discussed below.

IV. INTERPRETATION

A. Middle-ear forward- and reverse-transfer functions

A simple model for forward transfer though the gerbil
middle ear was derived from its known behavioral response
@Fig. 7~A!#. It was further assumed that the reverse transfer
function was similar to the forward. With these two assump-
tions, the contour maps observed~Fig. 2! were transformed
into those which would have been observed if the middle ear
were transparent~Fig. 4!. It can be seen that the transformed
maps for f 251 kHz @Fig. 4~B!# change much less with fre-
quency ratio than did the originals@Figs. 2 and 4~A!#.

Recently, Keefe~2002! has taken the opposite approach
with growth function data for the human ear. Making the
assumptionthat the emission pattern is frequency invariant,
the shapes of forward- and reverse-transfer middle ear func-
tions were derived by transforming observed growth func-
tions. The shapes of the two transfer functions so derived
were found to be similar.

Note that the approach taken by Keefe~2002! did not
specifically utilize the idea that the notch location itself
might be invariant. Suppose that it could, in fact, be shown
that the location of the notches~in stimulus level space! de-
pended primarily on the stimulus levels as measured at the
stapes, at least when measured at a given frequency ratio,
f 2 / f 1 . It has already been shown, of course, that the location
of the notch is essentially independent of the stimulus level
ratio, L1 /L2 , the implications of which are discussed further
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below. Suppose further that the emission amplitude was
shown to be similarly invariant when referred to the stapes,
i.e., with stimulus levels constant also as referred to the
stapes. In short, suppose that the emission pattern was rela-
tively constant with a transparent middle ear, at least at a
given frequency ratio,f 2 / f 1 . In this case, the shapes of both
the middle-ear forward- and reverse-transfer functions can be
estimated from the observed emission patterns.

To do this, the shape of the forward-transfer function is
first determined by taking a particular set of growth func-
tions. Assume, for simplicity, that the frequency ratio to be
used is equal to a half octave, so thatf 2 / f 151.41. For each
choice off 2 , holdL2 constant and stepL1 in relatively short
intervals ~1–2.5 dB! to securely locate theL1 notch level;
call it L1N . The values ofL2 chosen are relatively unimpor-
tant, but should be chosen high enough to give good emis-
sion amplitude~and adequate signal to noise! for L1 values
flanking the notch region, but still low enough that it is as-
sured that thef 1 response remains dominant in this region. A
satisfactory response would be similar to the growth func-
tions shown in Fig. 1~C!, except that somewhat shorterL1

stimulus intervals would be preferred for increased accuracy.
For this example,L1N is about 70 dB SPL at the frequency of
f 156.25 kHz. Similar growth functions would be measured
for all f 2 at half-octave intervals, say, over the frequency
range of interest. On the assumption that the notch level is
invariant at the cochlea, the values ofL1N determined as a
function of frequencyf 1 give directly the shape of the
forward-transfer function as a ‘‘threshold function,’’L1N( f ),
in dB SPL.

Now, given the shape of the forward-transfer function,
the set of stimulus levels that needs to be applied at the ear
canal to give constant values referredto the stapescan be
calculated. Such invariant levels are used to measure the
shape of the reverse transfer function as follows. Suppose
one wishes to consistently apply anL1 that is 20 dB lower
than the notch level at the stapes, for example, as this is a
choice that makes sense from the emission maps~Figs. 2–4!.
The appropriate stimulus level to be applied in the ear canal
at the frequency,f 1 , is given directly by L15@LN( f 1)
220 dB#. Suppose one also wanted the simultaneously ap-
plied L2 to be consistently 20 dB less than thef 1 signal,both
referred to the stapes. The value to be applied in the ear
canal is thenL25@LN( f 2)240#. Note the frequency to be
used in the forward-transfer function isf 2 in this case. Ob-
viously, the reason for choosing half-octave steps inf 2 and
for the frequency ratio,f 2 / f 1 , in this illustration is to make
it simple to fill in the forward-transfer function so that it can
be used for bothf 1 and f 2 frequencies. The shape of the
reverse-transfer function is then given directly by measuring
the amplitude of the emission as the stimulus levels are ap-
propriately varied with the applied frequencies. The relevant
frequency of the reverse function would be, of course, the
emission frequency at 2f 1– f 250.41f 2 .

Of course, using notches is possible only if measurable
notches can be found in the subject’s emission pattern@as in
Fig. 1~C!#. If not, the method of Keefe~2002! might be at-
tempted, where the overall shapes of the emission amplitude
function would be matched. However, finding and usingL1

notches is potentially more accurate, precisely because the
location of theL1 notch does not depend on the stimulus
level L2 , eliminating one source of variability.

B. Interpretation of notches

Notches in the emission amplitude are found throughout
the parameter space. Their characteristics are clearest in the
contour maps of Figs. 1–4, because in each map, the stimu-
lus frequencies are fixed. Uniformly, in this representation
notches appear to occur in a line which either runs horizon-
tally ~along constantL2) or vertically ~along constantL1).
Uniformly, there are associated jumps in the emission phase
of about 180 deg when a sharp notch is traversed at right
angles to the minimum line. It has long been argued that
characteristics of the notch suggest that ‘‘phase cancellation’’
is responsible~Brown, 1987!. It has further been shown that
the detailed relationship of notch depth and phase change can
be explained by a simple model of phase cancellation~Mills
and Rubel, 1994!. In this model, the total emission is as-
sumed to be the sum of two different ‘‘components’’ which
have an intrinsic phase difference, and the relative ampli-
tudes of the two components are assumed to vary differen-
tially as a function of stimulus parameters. If the phase dif-
ference between the two components is exactly 180°, the
sum of the two components will be zero at those parameter
values where the two have the same amplitude. On each side
of such a minimum, the observed phase in the total emission
will be that of the component which has the largest ampli-
tude on that side. For phase differences near 180°, in other
words, there will be a very deep minimum~measured in dB!,
and across the minimum there will be an abrupt jump in
phase of 180° in the total emission. For smaller differences
in phase, of course, the minimum will be less deep and the
phase change more gradual. Such a phase cancellation model
accounts well for the detailed variation observed with differ-
ent intrinsic phase differences~Mills and Rubel, 1994; Mills,
1997, 1998!.

Phase cancellation agrees so well with observations that
it is the generally accepted explanation. However, phase can-
cellation by itself does not explain why there should be only
two orientationsof notches observed in the maps of Figs.
2–4. That is, there are only observed notches along lines
with L1 constant orL2 constant, and no notches at any other
orientation and no notches for which the orientation changes
continuously across the contour map, i.e., no notches which
curve in stimulus level space~except for the trivial case
where there is a right angle or sharp turn whereL1 and L2

notches ‘‘intersect’’!. The L1 notches, occurring along lines
of constantL1 , typically occur only in regions whereL1

.L2 . The L2 notches usually occur only in regions where
L2.L1 . To understand this peculiar behavior requires under-
standing these specific characteristics in terms of cochlear
mechanics.

Consider onlyL1 or ‘‘vertical’’ notches as seen in Fig. 2;
arguments for the other orientation follow by interchanging
indices. The ‘‘vertical’’ extension of these notches demon-
strates that the behavior occurs for a givenL1 independent of
L2 , as long asL1.L2 . That is, the notch must essentially
depend on the behavior of the cochlear response to the fre-
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quency f 1 independentof its response tof 2 , for stimulus
conditions where thef 1 wave is dominant. The notch behav-
ior, in other words, must actually follow from a consideration
of the changein characteristics with stimulus levelfor the
response to a single tone. Note that this important conclusion
follows logically from the observations~Fig. 2! without de-
pendence on any particular model of the cochlea.

Of course, as is well known from basilar-membrane
measurements~e.g., Sellicket al., 1982; Ruggero and Rich,
1991!, there is a pronounced change in the shape of the
basilar-membrane amplitude response as the stimulus level
changes. The response to a single tone at low stimulus levels
is sharply peaked, and at high stimulus levels is much
broader. The reason for the change of shape is attributed to
saturation of the cochlear amplifier. Further, it seems reason-
able to assume that, even if there were two frequencies
present in the stimulus, the change of shape of the dominant
traveling wave should occur at approximately the same
stimulus level of thedominantwave. It is exactly this kind of
change, a change in the response to a single tone that occurs
with stimulus level only~with frequency fixed! that the emis-
sion observations demand.

However, an additional assumption is required to ex-
plain the origin of a notch in theemissionpattern. This as-
sumption is that, associated with the change in shape of the
traveling wave, there is a change in arelevantphase angle.
Such a phase angle change may occur only in one part of the
overall region which produces the emission, of course. There
might be, for example, a difference in the phase of the outer
hair cell response in regions where the cochlear amplifier is
not saturated, compared to regions where it is. The phase of
the outer hair cell transduction channel response would be
the relevant phase assuming the outer hair cells predomi-
nantly generate the emission. Because it involves saturation
of the dominant wave, such a phase transition is likely to be
robust. That is, the change should occur at about the same
stimulus level in the presence of another stimulus at a differ-
ent frequency, provided the second stimulus remains rela-
tively weak. The observed notch behavior then follows.

The presence of the two orientations of notches, and
only these two, was noted earlier as an emergent property of
a simple model of the cochlear amplifier@see Fig. 5~A! in
Mills, 1997#. This model assumes that all the emission from
the cochlea arises from a single mechanism, but that when
summed, emissions from slightly different parts of the
emission-generating region of the cochlea can have different
phase angles. The model includes the effects of saturation of
the cochlear amplifier in determining the shapes of both trav-
eling waves and their interaction with each other, i.e., two-
tone suppression. As long as thef 2 wave is relatively weak,
the f 1 wave will have a sharp peak at lowL1 stimulus levels
and most of the emission will come from the rising side of
the sharp peak~Mills, 1997!. The sharp peak occurs pre-
cisely because, at this stimulus level, the cochlear amplifier
does not become fully saturated. At highL1 stimulus levels,
in contrast, most of the emission will come from a broadened
f 1 peak. All or most of the broadened peak will have a dif-
ferent phase angle than the sharp peak; the peak is broad,
after all, precisely because at this stimulus level the cochlear

amplifier is saturated over most of the response. As long as
the f 2 wave is relatively weak compared to thef 1 wave, the
change inf 1 wave characteristics will occur atthe same L1
level. Therefore, the notch, if one occurs, will occur at the
sameL1 level for all L2 levels and hence will be ‘‘vertical.’’
Of course, the notch will be sharpest if the difference in
angle at the place of summation turns out to be about 180°,
and will be weaker otherwise. When the levels are of the
opposite strength, i.e., whenL2.L1 , all the same arguments
apply but with an interchange of indices. Any notches must
be L2 notches in this case.

C. Interpretation of frequency ratio functions

The discovery of the amplitude response of the fre-
quency ratio function has been the subject of considerable
study and controversy. The behavior which drew most atten-
tion was that it appeared that there was typically a decrease
observed in the amplitude of the frequency ratio function as
the two frequencies become close. A decrease was found to
occur for all orders of the odd, lower frequency distortion
products~e.g., 2f 1– f 2 , 3f 1– 2 f 2 , etc!. Strikingly, the de-
crease was found to occur as a function of the individual
emission frequencies, not of the frequency ratio. Further, it
was noted that the same decrease did not occur in distortion
tones detected psychoacoustically. It was suggested that the
decrease was due to the effect of a ‘‘second filter,’’ e.g., in
the micromechanics of the outer hair cell–tectorial mem-
brane subsystem~Brown and Gaskill, 1990a; Allen and Fa-
hey, 1993!.

However, this interpretation is not well supported by the
complete parametric response. First, note that forf 2 frequen-
cies of 1 and 2 kHz, there isno observed decrease in emis-
sion amplitude atany stimulus levels asf 2 / f 1→1 ~Fig. 2!.
For higher f 2 frequencies, thereis an observed decrease in
emission amplitude asf 2 / f 1→1, but only at lower stimulus
levels. In all cases, however, the observed decrease appears
to be associated with notches which have ‘‘moved’’ into this
stimulus parameter region. Atf 254 kHz, for example, phase
angle responses~jumps indicated by arrows in Fig. 2! con-
firm that the L1 and L2 notches have ‘‘converged.’’ This
convergence appears to lead to a remarkably weak distribu-
tion in the low stimulus level region at the lowest frequency
ratio (f 2 / f 151.06) used for contour maps. However, the
supplemental measurements for very smallf 2 / f 1 ratios~Fig.
5! suggest that, once this ratio is traversed, the emission am-
plitude recovers again. That is, even for low stimulus levels
the decrease seen at lowf 2 / f 1 is only temporary; and recov-
ers asf 2 / f 1→1. Further, the maps in Fig. 2 demonstrate that
at high stimulus levels ineither L1 or L2 ~along the right side
or top of the contour maps! there is no general decrease in
emission amplitude asf 2 / f 1→1 for any f 2 frequency.

For Mongolian gerbil, therefore, it can be concluded that
there is generally no decrease of emission amplitude with
decreasing stimulus frequency ratio, asf 2 / f 1→1. When
there appears to be, the decrease is actually associated with
the existence of a notch, or phase cancellation, over a small
region of parameter space. These results in gerbil agree with
recent parametric studies in guinea pig by Lukashkin and
Russell~2001!, who also summarize evidence that a similar
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explanation may apply to observed human responses. It ap-
pears that this is likely to be a general result: The observed
decrease of emission amplitude as the frequency ratio tends
to unity is generally due to the presence of a notch at the
relevant parameters. As evidence of this, Lukashkin and Rus-
sell ~2001! note that when the frequency ratio moves even
closer to 1, the emission amplitude typically increases again
~as in Fig. 5!.

The presence of the phase cancellation is also associated
with ‘‘nonlinearities’’ in the phase gradient~Fig. 5, vertical
bars!. Such rapid phase changes are often observed but usu-
ally avoided or ignored by those seeking to measure phase
gradients.

Finally, the distributions shown in Figs. 2–5 also
weaken the case for a general roll-off of emission amplitude
with increasingfrequency ratio,f 2 / f 1 . At least for f 2 fre-
quencies from 1 to 4 kHz, the observed roll-off essentially
disappears when putative middle-ear effects are included
~Fig. 4; bold lines, Fig. 5!. That is, the typically observed
roll-off at low frequencies with highf 2 / f 1 appears to be
largely due, not to an increased separation of the two travel-
ing wave patterns on the basilar membrane, but to the in-
creased difficulty of the emission getting out through the
middle ear as its frequency decreases. Note that this kind of
frequency roll-off depends on the emission frequency itself,
not the stimulus frequency ratio. Middle-ear effects therefore
would cause the same roll-off in all orders of the emission in
accordance with the frequency of the emission component,
not the frequency ratio. This agrees with the observations.

Recent studies of frequency ratio functions in gerbils
detailed complex responses as a function of stimulus level
and f 2 frequency~Faulstich and Ko¨ssl, 2000!. Changes in
phase gradient patterns at low compared to highf 2 frequen-
cies were attributed to the existence of multiple DPOAE
sources, possibly associated with intrinsic changes in co-
chlear mechanics at frequencies below 2 kHz. However, only
stimulus levels withL15L2110 dB were considered. Fur-
ther, the results reported were completely consistent with
‘‘components’’ separated by notches as identified here. One
can, of course, get the impression of multiple sources
through looking at measurements at specificL13L2 ~Fig. 5!.
However, if one looks at the emission response over the en-
tire parametric space~Figs. 2–4!, one concludes that there
are no important differences in emission characteristics as a
function of stimulus levels acrossf 2 frequency, at least not
from 1 to 4 kHz. This is especially true if probable middle-
ear effects are included~Figs. 4 and 5!. Note also that only
the emissionamplitudeshave been ‘‘corrected’’ for middle-
ear effects in the frequency response functions~Fig. 5!. As-
suming the rise in auditory threshold below 1 kHz@Fig.
7~A!# is due to middle-ear changes, there would also be ad-
ditional phase changes caused by middle-ear transmission
which contribute to measured phase gradients at all emission
frequencies below 1 kHz. Addition of such a shift could con-
tribute to the appearance of a change in phase gradients at
low frequencies.

D. Interpretation of growth functions

Growth functions have been widely used, e.g., for de-
tailed investigation of cochlear function across frequency in
comparative studies~e.g., Brown, 1987; Ko¨ssl, 1992; Man-
ley et al., 1993; Mills and Shepherd, 2001!, as well as stud-
ies of the effects of ototoxic insult~e.g., Brownet al., 1989;
Mills et al., 1993!. Typically, the investigator makes a choice
of stimulus frequency ratiof 2 / f 1 somewhere between 1.2
and 1.3, and chooses a rule for the stimulus level relation-
ship. Many early studies used theL15L2 rule by default or
for simplicity, but later studies have more often used unequal
ratios, in particular,L15L2110 dB. Overall, there are a be-
wildering number of studies with different parameter
choices, and of studies employing different methods and ex-
perimental manipulations with the goal of making a rational
choice among parameters to be used.

It is not the intention of this study to attempt to com-
pletely resolve the many important issues raised. Rather, this
study proposes only to use the complete parametric response
to refine the interpretation of the typical growth function
response.

First, consider the interpretation of typical growth func-
tions as seen in Figs. 1~E! and ~F!. The general shape of
these functions has led to the suggestion that the total emis-
sion was a sum of two different components, one predomi-
nant at low stimulus levels and the other component at high
stimulus levels. The differing vulnerability of these two com-
ponents to certain manipulations led to the suggestion that
there could be differentmechanismsof generation in the co-
chlea, e.g., ‘‘active’’ and ‘‘passive’’ mechanisms~Rosowski
et al., 1984; Brown, 1987; Johnstoneet al., 1990; Norton
and Rubel, 1990; Whiteheadet al., 1990, 1992a, b; Mills and
Rubel, 1994!.

There are a number of emerging reasons for arguing that
there is probably only one mechanism that is producing the
DPOAE emission, at least in mammals under most condi-
tions. First, the appearance of different components, includ-
ing different phase gradients, does not necessarily imply that
there are two different mechanisms, as noted above. Rather,
there could be only one mechanism but emissions could arise
from ‘‘different places’’ along the organ of Corti~Lonsbury-
Martin et al., 1987; Mills, 1997!. Further, the extremely con-
sistent relationship between the two components, such as
demonstrated in Figs. 2–4, argues that only one mechanism
must be at work. That is, if there really were two completely
different mechanisms, why is the relationship between them
observed to be so consistent? If the emission arose from
different processes one would expect that, between subjects,
the active mechanism would be relatively stronger or weaker
than the passive, so that, for example, the notch location
would vary among subjects much more than it does.

Finally, if the observed characteristics can be shown to
result from a single mechanism, parsimony suggests that it is
the more useful explanation. In the simple model discussed
above ~Mills, 1997, 1998!, for example, the emission was
assumed to arise from only one mechanism. The impression
of two components arises solely because the emissions gen-
erated inslightly different cochlear regions have different
phase angles when summed. The basic unity of the emissions
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at all stimulus levels can also be demonstrated by their
graded vulnerability to acoustic insult~e.g., Mom et al.,
2001!.

One other complication should be discussed. This in-
volves DPOAE models or cochleae which also include ‘‘re-
flection’’ effects. Reflection models consider the possibility
that, in addition to the normal backward-propagating emis-
sion, waves at the distortion frequency also propagate api-
cally from the generation site, are amplified and then can
‘‘reflect’’ at their cochlear place. The reflected wave subse-
quently combines with the usual backward-propagated emis-
sion ~Stoveret al., 1999; Shera and Guinan, 1999; Talmadge
et al., 1999; Konrad-Martinet al., 2001!. This combination
can also create level-dependent notches depending on the
phase relationship between the two waves. However, this
complication is not important in the gerbil. The gerbil two-
tone emission amplitude is insensitive to a third tone added
near the emission frequency~Mills, 2000!. In any case, even
in the reflection model, there is only one mechanism and one
region posited for the actual DPOAEgeneration.

From the point of view of the complete parametric re-
sponse, the impression of two different components in typi-
cal growth functions is a simple consequence of the presence
of a region of phase cancellation in the summed emission. If
the line through stimulus space taken for the growth function
passes across a region of phase cancellation, it will result in
a growth function with a relative minimum. Otherwise, it
will not ~Fig. 1!.

It is apparent that DPOAEs would be a more consistent
and useful measure if it were possible to account for the
presence of such notches in measurements, while still using
necessarily limited parameter sets. For example, notches ob-
served due toreflectionat the emission frequency place can
be eliminated by adding a suppressor tone at a frequency just
above the emission frequency~Heitmannet al., 1998!. How-
ever, reflection notches are of different origin than the ones
in Fig. 2, which appear to be due to componentsintrinsic to
the generation process and much more intimately tied to-
gether. As noted above, the appearance of two components,
and of the notch, is actually tied to a change in the behavior
of the response to a single toneas a function of stimulus
level. This conclusion suggests that it is probably impossible
to suppress these notches by adding a third, weak tone,
though this should be verified experimentally. The observa-
tions ~Fig. 2! suggest that it is also impossible to avoid such
notches in general by simply changing the frequency ratio.
An examination of the complete parametric response~Fig. 2!
suggests that itmight be possible in a specific animal to
choose a line which avoids a sharp decrease, and which still
went through regions of high emission amplitude. However,
this would require knowing in advance the complete emis-
sion pattern from the animal!

It appears impossible to set up a rule or procedure which
completely avoids the effects of notches in the emission pat-
tern. Rather, it seems preferable to plan measurements so that
these notches can be securely identified when they occur, and
to improve interpretations of emission measurements by tak-
ing their presence, nature, and meaning into account.
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2 f 1– f 2 distortion product otoacoustic emissions~DPOAEs! were recorded from guinea pigs.
DPOAEs showed complex time dependence at the onset of stimulation. The DPOAE, measured
during the first 500 ms, can either decrease or increase at the onset depending on both the
frequencies and levels of the primary tones. These changes are closely associated with amplitude
minima ~notches! of the DPOAE I/O functions. These notches are characteristic of DPOAE growth
functions measured from guinea pigs for primary tones of 50–60-dB sound-pressure level~SPL!.
Apparent changes in the DPOAE amplitude occur because the notch shifts to higher levels of the
primaries during the onset of stimulation. This shift of the notch to higher levels increases for lower
f 2 / f 1 ratios but does not exceed about 2 dB. DPOAE amplitude increases for a constant level of the
primaries if the onset emission is situated at the low-level, falling slope of the notch. If the onset
DPOAE is located on the high-level, rising slope of the notch, then the upward shift of the notch
causes the emission either to decrease monotonically, or to decrease initially and then increase. By
establishing that the 2f 1– f 2 onset changes reflect a shift in the growth-function notch, it is possible
to predict the temporal behavior of DPOAEs in the two-dimensional space of the amplitude of the
primaries and for their different frequency ratios. ©2002 Acoustical Society of America.
@DOI: 10.1121/1.1502903#

PACS numbers: 43.64.Jb, 43.64.Bt, 43.64.Kc@BLM #

I. INTRODUCTION

DPOAEs recorded from the ears of mammals depend in
a complex way on the levels and frequencies of the primary
tones and vary with time during prolonged stimulation. Stud-
ies by Brown ~1988!, Whiteheadet al. ~1991!, Kirk and
Johnstone~1993!, Kujawaet al. ~1995!, and Lowe and Rob-
ertson ~1995!, all reported time-dependent changes in the
magnitude of thef 2– f 1 component of the DPOAE. These
changes occur over a period of several minutes from the
onset of delivering the primary stimulus tones~f 1 and f 2! to
the ipsilateral ear. However, similar time-dependent changes
were not detected in the magnitude of the 2f 1– f 2 compo-
nent ~but see Puel and Rebillard, 1990!. More recently,
Libermanet al. ~1996! reported changes in the 2f 1– f 2 com-
ponent on a much shorter time scale of a few hundred mil-
liseconds following the onset of stimulation. Libermanet al.
~1996! noted that the time constant of these relatively fast
onset changes is similar to the time constant of efferent me-
diated effects recorded at different levels of the auditory sys-
tem ~Desmedt, 1962; Fex, 1967; Wiederhold and Kiang,
1970; Gifford and Guinan, 1987; Warren and Liberman,
1989!. These relatively fast post-onset changes in the
DPOAE are considerably reduced following section of the
olivocochlear nerve bundle~OCB! ~Liberman et al., 1996;
Kujawa and Liberman, 2001!. An intriguing feature of the
post-onset changes is their bidirectionality. The DPOAE am-
plitude can either decrease or increase after the onset de-
pending on both the frequencies and intensities of the pri-

mary tones. Kimet al. ~2001! has also reported biphasic
post-onset changes, when a rapid reduction in DPOAE am-
plitude is followed by DPOAE growth. The post-onset
changes in DPOAE have been observed for a relatively nar-
row range of stimulus parameters. Kujawa and Liberman
~2001! reported that these changes are closely associated
with amplitude minima~notches! routinely observed at the
DPOAE I/O functions. They speculated that the OCB activa-
tion affected interaction between the multiple components of
the DPOAE, which produced an amplitude notch due to
phase cancellation between them. However, local notches in
the growth functions of the distortion component can be ob-
served at the output of a single saturating nonlinearity~Weiss
and Leong, 1985; Lukashkin and Russell, 1998, 1999!. This
genesis of the notch explains the specific DPOAE behavior
seen for various experimental procedures~Faheyet al., 2000;
Lukashkin and Russell, 2001; Lukashkinet al., 2002!.

In the current study we investigate the origin of the
post-onset changes of the 2f 1– f 2 DPOAE frequency com-
ponent. We show that the post-onset DPOAE changes reflect
an upward shift of the notch in their growth function to
higher levels of the primaries during prolonged stimulation.
If the level of the generated emission was far from the notch
in the DPOAE growth function, then time-dependent, post-
onset changes in the DPOAE were not observed during a
stimulus of 512 ms in duration. On the basis of this, we were
able to unambiguously predict the DPOAE temporal behav-
ior in the two-dimensional space of the levels of the two
primaries, and for their different frequency ratios. The pre-
dictions are based upon a hypothesis that the notch in thea!Electronic mail: a.lukashkin@sussex.ac.uk
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DPOAE growth functions arises due to nonmonotonic be-
havior of distortion components at the output of a single
saturating nonlinearity~Weiss and Leong, 1985; Lukashkin
and Russell, 1998, 1999!. We suggest that temporal changes
in the DPOAE are likely to reflect time-dependent changes in
the mechanical input to the outer hair cells~OHCs!, possibly
as a consequence of mechanical changes in the OHCs them-
selves.

II. METHODS

Pigmented guinea pigs~250–350 g! were anesthesized
with the neurolept anesthetic technique~0.06 mg/kg body
weight atropine sulphate s.c., 30 mg/kg pentobarbitone i.p.,
250ml/kg Hypnorm i.m.!. Additional injections of Hypnorm
were given every 40 min. Additional doses of pentobarbitone
were administered as needed to maintain a nonreflexive state.
The heart rate was monitored with a pair of skin electrodes
placed on both sides of the thorax. The animals were trache-
otomized and artificially respired, and their core temperature
was maintained at 38 °C with a heating blanket and head
holder. The middle-ear cavity of the ear used for the DPOAE
measurements was open to equilibrate air pressure on the
both sides of the tympanic membrane~Zhenget al., 1997!.
Strychnine in concentration 1 mg/kg b.w. was injected intra-
venously. Skin above a vein used for injection was dissected
and strychnine was injected under visual control to insure
successful infusion. Measurements of the DPOAE growth
functions were begun within 5 min of the injection and lasted
for a further 25 min. Pilot experiments~Lukashkin and Rus-
sell, unpublished data, 2002! showed that strychnine in the
concentrations 1 mg/kg b.w. completely blocked the suppres-
sive effect of electrical stimulation of the medial olivoco-
chlear ~MOC! efferents on the auditory nerve’s compound
action potential in guinea pigs during the 25 min it took to
collect the data.

Sound was delivered to the tympanic membrane by a
closed acoustic system comprising two Bruel & Kjaer 4134
1
2 -in. microphones for delivering tones and a single Bruel &
Kjaer 4133 1

2-in. microphone for monitoring sound pressure
at the tympanum. The microphones were coupled to the ear
canal via 1-cm-long, 4-mm diameter tubes to a conical
speculum, the 1-mm-diameter opening of which was placed
about 1 mm from the tympanum. The closed sound system
was calibratedin situ for frequencies between 1 and 50 kHz.
Known sound-pressure levels were expressed in dB SPLre:
231025 Pa. White noise for acoustical calibration and tone
sequences for auditory stimulation were synthesised by a
Data Translation 3010 board and delivered to the micro-
phones through low-pass filters~100-kHz cutoff frequency!.
Signals from the measuring amplifier were digitized using
the same board and averaged in the time domain. The maxi-
mum level of the system distortion measured with an artifi-
cial ear cavity for the highest levels of primaries used in this
study (L15L2110 dB575 dB SPL) was 70 dB below the
primary level. Experimental control, data acquisition, and
data analysis were performed using a PC with programs writ-
ten in TESTPOINT ~CEC, Bellerica, MA!.
The following experimental procedures were used.

~i! DPOAE-grams. Responses to 50 tone bursts of
20.48-ms duration with 50-ms interval between them
were averaged in the time domain. Tone sequences
were synthesized and data were sampled at 200 kHz.
Every tone burst was windowed with a raised cosine
of 2-ms duration. Amplitudes and phase angles of the
spectral peaks were obtained by performing an FFT
on a time-domain-averaged signal using the first 2048
points after the initial 2 ms to avoid the influence of
the signal windowing. This procedure was used to ob-
tain DPOAE-grams~f 2 was swept,f 2 / f 1 ratio was
constant, levelsL1 andL2 of the primaries were con-
stant,L2 was 10 dB belowL1! for low-level prima-
ries. DPOAE-grams were recorded on a regular basis
during experiment to confirm that the animals were in
a stable physiological condition. Data collected from
an animal were not used if DPOAE levels dropped by
more than 5 dB at thef 2 frequencies used for the
other procedures.

~ii ! Post-onset changes. Longer tone bursts of 512 ms
with 3-s interval between them were used to study
post-onset changes of the DPOAE. Tone sequences
were synthesized and data were sampled at 100 kHz
in this case. Every tone burst was windowed with a
raised cosine of 2-ms duration. Hence, the initial and
final 2 ms of the response were excluded from data
analysis to avoid influence of the signal windowing.
The 512-ms tone bursts limited time-domain averag-
ing to only ten responses with the result that the data
were relatively noisy~see Sec III!, but the duration of
each experiment was minimized. During data analysis
a temporal window 2048 points in length~i.e., 20.48
ms of duration! was slid along the 512-ms response in
increments of 5 ms. Amplitudes and phase angles of
the spectral peaks were obtained by performing an
FFT of this temporal window. The moment of time
that corresponded to the starting point of the temporal
window was considered as the time when the ampli-
tude and phase angle of the DPOAE were calculated.
The sliding window technique was used to find the
DPOAE growth during the simultaneous increase of
L1 and L2 ~L2 was 10 dB belowL1! or during the
increase ofL1 while L2 was kept constant. The last
procedure was utilized to reconstruct the DPOAE be-
havior in theL13L2 parameter space.

All procedures involving animals were performed in accor-
dance with UK Home Office regulations.

III. RESULTS

A. Shift of the amplitude notch at stimulus onset

Amplitude alterations of the DPOAE at the 2f 1– f 2 fre-
quency were associated with an amplitude minimum~notch!
in all guinea pigs in this study. This notch is routinely ob-
served in the DPOAE response for intermediate level prima-
ries within the frequency range used in this study. Systematic
changes in the amplitude of the DPOAE were not observed
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during the onset of prolonged tone bursts for DPOAE levels
that were not affected by the notch, for example, when the
DPOAE was generated by low-level~as low as L1 /L2

520/10 dB SPL! or high-level ~up to L1 /L2575/65 dB
SPL! primaries.

Sliding window analysis revealed that the notch gradu-
ally shifts upwards with time in that higher levels of the
primaries elicit it at successive periods in time following the
onset of the tone bursts~Fig. 1!. This displacement of the
notch position is usually completed within the period of the
512-ms tone burst, but may continue beyond it~Fig. 2!. The
shift becomes significantly smaller~Fig. 1, dotted lines! after
intravenous injection of strychnine, which is known to block
the action of the OCB~Desmedt and Monaco, 1961!. Strych-
nine in the concentrations used in this study completely
blocked the suppressive effect of electrical stimulation of the
MOC efferents on the auditory nerve’s compound action po-
tential in guinea pigs~Lukashkin and Russell, unpublished
data, 2002!. Therefore, the observed shift of the notch is at
least partially mediated by the activity of the MOC efferents.

Inspection of the curves in Fig. 1 reveals that relatively
small shifts~1–1.5 dB! of the notch position along theL1

axis induce far greater changes in the level of the DPOAE
observed for the same level of the primaries. The magnitude
of the DPOAE changes depends on the sharpness of the
notch and the position of the DPOAE level relative to that of
the notch. The sharper the notch and the closer the DPOAE
level to the tip of the notch, the stronger are the observed
changes in the DPOAE. Correspondingly, sharper notches
are observed near the optimum frequency ratio of the prima-
ries that generate emissions at the maximum amplitude. In
all animals recorded, the shift of the left, low-level slope of
the notch is more pronounced than the analogous shift of the
high-level slope. This difference causes the notch to become
narrower and seemingly shallower. This apparent reduction
in the depth of the notch does not take place when the initial
notch is sharp, i.e., when the ratio is optimal. An apparent
reduction in the depth of the notch is seen because the dis-
crete steps of 1 dB, which are used in this study to increment
the primary levels, are too large to resolve the new position
of the amplitude minimum. A shifted notch as deep, or even
deeper, than that at the onset of stimulation can be observed
@see Fig. 1~a! and below# when the shifted position of the
minimum falls close to the level of a primary pair used for
DPOAE stimulation.

This single shift of the amplitude notch also explains all

FIG. 1. Time dependence of the position of the amplitude notch for the
2 f 1– f 2 frequency component of the DPOAE before and after intravenous
injection of strychnine~1 mg/kg b.w.!. Data for two animals are presented.
Solid line shows DPOAE response at the beginning of the prolonged acous-
tical stimulation. This response does not change after the injection of strych-
nine. Dashed and dotted curves represent the DPOAE responses in the 480
ms following the onset of the stimulation before and after the injection,
respectively.f 2 and f 2 / f 1 are indicated within each panel.L1 step is 1 dB.
L2 is 10 dB belowL1 .

FIG. 2. Dependence of the post-onset changes of the DPOAE on the levels
of the primaries. Top panel shows the response presented in Fig. 1~b! in the
vicinity of the amplitude notch. Vertical arrows indicate changes of the
DPOAE amplitude for particular pairs of the primary levels;L1 /L2

553/43 dB SPL~left arrow! andL1 /L2557/47 dB SPL~right arrow!. Tem-
poral courses of these changes are shown in the bottom left and right panels,
respectively. Middle panel of the bottom row shows biphasic time depen-
dence of the DPOAE for theL1 range indicated by the horizontal arrow in
the top panel.L1 is indicated within each of the bottom panels. The other
notations are the same as in Fig. 1.
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three types of the 2f 1– f 2 changes~increase, decrease, and
biphasic variations!, which have been documented at the on-
set of prolonged stimulation~Libermanet al., 1996; Sun and
Kim, 1999; Kim et al., 2001; Kujawa and Liberman, 2001!.
Figure 2 shows a fragment of the curves from Fig. 1~b! in the
vicinity of the notch. An increase in the DPOAE is observed
for levels of primaries generating emission on the left slope
of the initial notch~solid line!. The left upward-pointing ver-
tical arrow ~Fig. 2, top panel! specifies this increase of the
amplitude for a particular level of primaries~Fig. 2, bottom
left panel!. In contrast, the DPOAE decreases for levels of
primaries generating emission on the right slope ofthe
steady-state notch~dashed line!. The right downward-
pointing vertical arrow~Fig. 2, top panel! indicates the
DPOAE decrease for a specific level of primaries~Fig. 2,
bottom right panel!. A biphasic DPOAE response~i.e., a de-
crease followed by an increase! takes place for any primary
levels generating DPOAE between initial and steady-state
notch positions~Fig. 2, bottom middle panel!. This range of
primaries is indicated in Fig. 2, top panel, by a horizontal
double-headed arrow. It is worth noting that post-onset
changes of DPOAE described in this section are observed for
optimum f 2 / f 1 ratios, when the notch is sharp and its shift is
well pronounced. The biphasic response may be absent if the
stimulus parameters are not optimal so that the notch is shal-
low, or hard to resolve, when the time-dependent shift of the
notch is small~see below!.

B. Dependence of DPOAE post-onset changes on the
ratio of the primary frequencies

The notch in the DPOAE I/O function was produced at
lower levels by pairs of primaries with lowerf 2 / f 1 fre-
quency ratios than by those with higherf 2 / f 1 ratios
~Lukashkin and Russell, 2001!. This is to be expected be-
cause of the increase of thef 1 amplitude in thef 2 place for
lower f 2 / f 1 ratios. Thus, one can expect different polarities
of the post-onset changes in the DPOAE amplitudes for pri-
maries of the same level, but of differentf 2 / f 1 ratios, be-
cause the initial position of the notch is different in these
cases. This is illustrated in Fig. 3~a!, where a primary pair
L1 /L2556/46 dB SPL generates DPOAEs on the left, falling
slope of the notch when their frequency ratiof 2 / f 151.26.
However, primaries of the same levels generate DPOAEs on
the right, rising slope whenf 2 / f 1 ratio is decreased to 1.24.
As a result of this different mapping of the DPOAE relative
to the notch, post-onset changes of the DPOAE amplitude
for the two f 2 / f 1 ratios are opposite in direction@Fig. 3~b!#;
emissions increases with time from onset forf 2 / f 151.26
and decrease whenf 2 / f 151.24.

The magnitude of the post-onset shift of the notch also
depends on thef 2 / f 1 ratio. Largerf 2 / f 1 ratios produced a
smaller shift in all five guinea pigs in which this dependence
was studied. A representative example of this effect is shown
in Fig. 4. The larger shift of the tip of the notch for smaller
f 2 / f 1 ratios was associated with a greater shift of the left,
falling slope of the notch and a post-onset elevation in the
level of the notch@Fig. 4~a!#. As a result of this elevation of
the shallow notch, biphasic post-onset changes in the
DPOAE response were hardly observed. Biphasic responses

were not observed for largerf 2 / f 1 ratios because the level
shift of the notch was very small and below the 1-dB reso-
lution of our experiments@Fig. 4~b!#. Therefore, a sizable
biphasic response could be recorded only for a relatively
narrow range off 2 / f 1 ratios, which produced DPOAEs of
near-maximum amplitude with a well-pronounced local
minimum in their growth functions.

C. Dependence of DPOAE post-onset changes in
primary-levels space

The DPOAE amplitude notch forms a distinctive pattern
in the two-dimensional space of the primary levelsL13L2 .
Namely, when measured in theL13L2 parameter space, the
2 f 1– f 2 DPOAE component shows notches, which occur
when the level of one of the primaries is varied with the
other one kept constant@Fig. 5, 6~a!#. Mills ~1997! brought
this experimental observation to general attention, and
Lukashkin and Russell~1999! offered an explanation for it.
The explanation is consistent with the idea that the notch is
generated as a consequence of nonmonotonic behavior in the

FIG. 3. Dependence of the post-onset changes of the 2f 1– f 2 component on
the ratio of the primary frequencies. Thick and thin curves show responses
for f 2 / f 1 of 1.24 and 1.26, respectively.f 2 is 10 kHz.L2 is 10 dB below
L1 . ~a! Dependence of the initial and steady-state notch position on the
f 2 / f 1 ratio. ~b! Temporal changes of the DPOAE for the same level of the
primariesL1 /L2556/46 dB SPL but for differentf 2 / f 1 ratios. The dashed
line at the top panel indicates corresponding intersection of the growth func-
tion. The other notations are the same as in Fig. 1.
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distortion at the output of a saturating nonlinearity. On the
basis of the studies reported here, a few regions with differ-
ent DPOAE post-stimulus changes can be predicted in the
L13L2 plane~Fig. 5!. In this figure a dashed line indicates a
hypothetical steady-state position of the notch, when the
notch is observed at higher primary levels. It is anticipated
that post-onset changes of the DPOAE should not be seen in
two areas of the plane well below the initial and well above
the steady-state position of the notch~nonhatched regions in
Fig. 5!. It is predicted that post-onset decreases in DPOAE
should occur in the right-hatched area above and to the right
of the initial notch position. A left-hatched region of theL1

3L2 plane in Fig. 5, situated below and to the left of the
steady-state position of the notch, denotes the primary levels
for which increases in the 2f 1– f 2 DPOAE should occur.
Overlap of the last two areas~double-hatched zone, Fig. 5!
forms a region where both an initial decrease followed by an
increase of the DPOAE should be seen.

The experimentally measured 2f 1– f 2 DPOAE pattern
in the L13L2 plane @Fig. 6~a!# resembles the theoretically
predicted distribution of the emission amplitudes~Fig. 5!.
However, one major difference exists, namely, the amplitude
notch becomes shallow when it is parallel to theL1 axis, in
other words whenL2.L125 dB. In agreement with results

presented in Sec. III B, biphasic post-onset responses are not
apparent in the vicinity of the shallow notches. However,
biphasic post-onset changes in the DPOAE can be seen for
primary levels that generate emissions just above the sharp
notch, which is located parallel to theL2 axis. Post-onset
changes of the DPOAE are also in agreement with theoreti-
cal predictions for the remaining regions of theL13L2 plane
~compare Figs. 5 and 6!. The post-onset DPOAE amplitude
does not change for primary levels that generate emissions
that are not affected by the notch~points 1, 4, 7, and 10 in
Fig. 6!. However, the post-onset DPOAE amplitude grows
~points 3, 5, and 8! or declines~points 2, 6, and 9! for levels
of the primaries that generate emissions on the falling or
rising slopes of the notch, respectively.

IV. DISCUSSION

In this paper we have shown that the post-onset changes
in amplitude of the 2f 1– f 2 DPOAE frequency component
that occur during prolonged acoustic stimulation of the
guinea pig cochlea reflect a shift in the notch of the 2f 1– f 2

growth function so that, with increasing time of stimulation,
the notch occurs at higher levels of the primaries. Only
2 f 1– f 2 DPOAEs that are generated at levels close to that of
the notch show post-onset changes. If the DPOAE level is far
from the notch in its growth function, i.e., the levels of the
primaries are more than about 10 dB higher or lower than
those at the tip of the notch, then post-onset changes in the
DPOAE were not observed. Stability of the 2f 1– f 2 compo-
nent generated by low- and high-level primaries and variabil-
ity of the midlevel 2f 1– f 2 emission has also been reported
during electrical stimulation of the OCB~Siegel and Kim,
1982!. Similar shift of the notch and absence of the 2f 1– f 2

level alterations in the region outside the notch have also
been observed in gerbil~Manfred Kössl, personal communi-

FIG. 4. Magnitude of the shift of the amplitude notch depends on the ratio
of the primary frequencies. Horizontal arrows show corresponding differ-
ences,DL, in initial and steady-state position of the notch.f 2510 kHz and
is the same for both panels.f 2 / f 1 is indicated within each panel.L1 step is
1 dB. L2 is 10 dB belowL1 . The other notations are the same as in Fig. 1.

FIG. 5. Hypothetical zones with different post-onset changes of the 2f 1– f 2

frequency component in theL13L2 plane~modification of Fig. 2, bottom
right, from Lukashkin and Russell, 1999!. Different hatching indicates these
zones. Initial position of the amplitude notch is shown by the isoresponse
lines. Thick arrows indicate post-onset shift of the notch and dashed line
shows its steady-state position. Axes are given in arbitrary units. Arrows
near the axis symbols point in the direction of growth of the primary levels.
See the main text for further explanations.

1565J. Acoust. Soc. Am., Vol. 112, No. 4, October 2002 A. N. Lukashkin and I. J. Russell: Post-onset changes of DPOAE



cation, 2002!. Hence, it is likely that all post-stimulus alter-
ations of the 2f 1– f 2 component that have been described to
date~Libermanet al., 1996; Sun and Kim, 1999; Kimet al.,
2001; Kujawa and Liberman, 2001! originate in the upward
shift of the amplitude notch that is reported here. It is, there-
fore, difficult to make any quantitative comparisons between
these data. Indeed, the current study shows that the magni-
tude of the DPOAE alterations depends considerably on the
specific position of the DPOAE in the vicinity of its local
minimum. Thus, variations in the magnitude of the effect in
the different studies can be explained simply by different
positioning of the DPOAE in the vicinity of the notch. Ac-
cordingly, the magnitude of the DPOAE changes is not the
most suitable parameter to characterize the post-onset
changes in 2f 1– f 2 DPOAE. Theshift of the notch minimum
~see, for example, Fig. 4! provides a more objective and

comparable parameter, and hence is a better characteristic of
the process. Another suggestion relates to the usage of the
term ‘‘adaptation’’ which has been utilized to describe the
post-onset changes. It is obvious from the current study that
the properties of the post-onset process do not resemble
those normally associated with physiological adaptation, and
the usage of this term seems to be inappropriate.

By establishing that the origin of the post-stimulus
changes of the DPOAE is associated with a shift of the am-
plitude notch, we are able to predict the temporal behavior of
the DPOAE for different levels of the primaries and for their
different frequency ratios. It should be re-emphasized that
our predictions of the notch position~Figs. 3, 5, 6! are based
upon a hypothesis that the occurrence of the notch is due to
nonmonotonic behavior of distortion components at the out-
put of a single saturating nonlinearity~Weiss and Leong,

FIG. 6. Distribution of the 2f 1– f 2

amplitude in the plane of the primary
levels. The 2f 1– f 2 amplitude is mea-
sured 2 ms after the onset of the stimu-
lating tone burst. Numbers on the top
plane show specific points for which
post-onset changes are shown at the
bottom of the figure. The isoresponse
lines are 1 dB apart. The gray-scale
chart on the right shows the corre-
sponding amplitude of the 2f 1– f 2

component in dB SPL.f 2 and f 2 / f 1

are indicated above the top panel.L1

and L2 steps are 1 and 2 dB, respec-
tively.
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1985; Lukashkin and Russell, 1998, 1999!. This single-
source hypothesis, which contrasts with proposals that the
notch is due to phase cancellation between several sources,
has received recent experimental support~Faheyet al., 2000;
Lukashkin and Russell, 2001; Momet al., 2001; Lukashkin
et al., 2002!. It is worth noting that the distinctive pattern of
the notch in the two-dimensional space of the primary levels
is not unique to guinea pigs. Similar positions of the notch in
theL13L2 plane have been observed in rabbits, gerbils, and
mice ~Whiteheadet al., 1992; Mills and Rubel, 1994; Mills,
1997; Parham, 1997!. Therefore, it is likely that the specific
predictions from the current study on the direction of the
post-stimulus changes of the DPOAE amplitude can be ex-
tended, at least, to these other mammalian species. It should
be noted that monotonic growth of the DPOAE I/O functions
is frequently recorded from humans~Whitehead, 1998!. In
the absence of the notch and, therefore, associated alterations
of the DPOAE, small but significant post-stimulus changes
of the human DPOAE~Kim et al., 2001! seem to indicate
real changes in emission level and not simply a shift of the
notch. However, Kimet al. ~2001! specifically emphasized
that they observed amplitude notches accompanied by a
phase change of 70°–80° in the DPOAE level functions of
humans. Therefore, a shift of the notch could be the basis for
the post-stimulus changes of the DPOAE even in the experi-
ments cited by Kimet al. ~2001!. However, this speculation
requires further investigation because notches in the human
DPOAE might have an origin which is different from that in
rodents. Nonmonotonicities seen in the human DPOAE are
associated with fine structure~He and Schmiedt, 1993,
1997!, which is absent in rodents~Whitehead, 1998!. Thus,
different origins of the notches in rodent and human
DPOAEs might implicate different mechanisms for post-
onset changes in DPOAEs recorded from rodent and human
ears.

It is beyond the scope of the current work to establish
mechanisms underlying the reported shift of the amplitude
notch. However, it seems likely that the post-onset changes
in DPOAE are due, at least in part, to an efferent effect,
because the changes can be partially blocked by intravenous
levels of strychnine~Fig. 1! that normally completely sup-
press the effects of electrical OCB activation on the co-
chlea’s mechanical and neural responses to tones~Lukaskin
and Russell, unpublished, 2002!. Possibly the residual post-
onset changes are due to efferent effects that are strychnine
insensitive~Kirk and Johnstone, 1993!. There are two main
causes which can lead to a change of the notch position after
activation of the MOC efferent system. First, a change in
DPOAE amplitude can be a consequence of a decline in
active cochlear feedback. Similar multidirectional alterations
of the DPOAE amplitude~both increases and decreases!
were observed following furosemide treatment~Lukashkin
et al., 2002!. Hence, it is plausible to suggest that the upward
shift of the notch, described in the current study, occurs be-
cause of a reduction in electromechanical feedback from the
OHCs as a consequence of ipsilateral OCB activation. A re-
duction in the DPOAE caused by low-level primaries is also
observed if the shift of the notch is a consequence of a de-
crease in cochlear feedback~Lukashkinet al., 2002!. How-

ever, the current study shows that the DPOAE generated by
the low-level primaries remains constant during the post-
stimulus shift of the notch~Fig. 1!. This observation may
indicate that the response of the laterally activated OCB ef-
ferents at low SPLs is not sufficient to cause a measurable
decrease in DPOAE amplitude.

Another hypothetical cause of the observed shift of the
notch might be a temporal change of the DPOAE producing
nonlinearity. It has been reported that OCB activation modi-
fies nonlinear currents through the OHC mechanoelectrical
transducer~Patuzzi and Rajan, 1990!. At the same time, the
OHC mechanoelectrical transducer is likely to be the stron-
gest nonlinearity of the auditory periphery~Patuzzi et al.,
1989; Santos-Sacchi, 1993! that is responsible for the
DPOAE generation, and the operating point of the nonlinear-
ity is situated above its point of inflection in the basal turn of
the mammalian cochlea~Frank and Ko¨ssl, 1996; Lukashkin
and Russell, 1998!. Theoretical analysis of the behavior of
the amplitude notch in I/O functions of the distortion prod-
ucts at the output of a saturating nonlinearity shows that the
position of the notch depends strongly on the position of the
operating point of the nonlinearity~Lukashkin and Russell,
1998, 1999!. An upward shift of the amplitude notch would
be observed during an upward bias of the operating point
further away from the point of inflection. An upward shift of
the notch corresponds to displacement of the OHC hair
bundles in the positive direction and to an increase in the
steady-state transducer conductance. It is plausible to suggest
that the steady-state displacement of the hair bundle is due to
the relative displacement of the cochlear structures via the
hyperpolarization and static elongation of the OHCs due to
activation of the efferent neurones. The OHC elongation
might lead to displacement of the OHC hair bundle in the
positive direction if the basilar membrane and reticular
lamina could move independently~Mammano and Ashmore,
1993!. In this case the OHC elongation might cause a coun-
terdirectional movement of the basilar membrane towards
the scala tympany and the reticular lamina towards the scala
vestibuli. Indeed, intracellular injection of negative current
into OHCs in situ causes an upward shift of the operating
point of the OHC receptor potential~Russell and Ko¨ssl,
1991!. This shift was proposed to occur because elongation
of the OHCs caused the hair bundles to be displaced in the
excitatory direction. Furthermore, such a shift in the operat-
ing point of the OHC receptor potential following electrical
stimulation of the OCB was proposed to be a means by
which the cochlear amplifier was attenuated, with a conse-
quent reduction in tone-evoked BM displacements~Muru-
gasu and Russell, 1996!.
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Auditory steady-state responses~ASSRs! were elicited by simultaneously presenting multiple AM
~amplitude-modulated! tones with carrier frequencies of 500, 1000, 2000, and 4000 Hz and
modulation frequencies of 77, 85, 93, and 102 Hz, respectively. Responses were also evoked by
separately presenting single 500- or 2000-Hz AM tones. The objectives of this study were~i! to
determine the cochlear place specificity of single and multiple ASSRs using high-pass noise
masking and derived-band responses, and~ii ! to determine if there were any differences between
single- and multiple-stimulus conditions. For all carrier frequencies, derived-band ASSRs for
1-octave-wide derived bands ranging in center frequency from 0.25 to 8 kHz had maximum
amplitudes within a1

2 octave of the carrier frequency. For simultaneously presented AM tones of
500, 1000, 2000, and 4000 Hz, bandwidths for the function of derived-band ASSR amplitude by
derived-band center frequency were 476, 737, 1177, and 3039 Hz, respectively. There were no
significant differences when compared to bandwidths of 486 and 1371 for ASSRs to AM tones of
500 or 2000 Hz presented separately. Results indicate that ASSRs to moderately intense stimuli~60
dB SPL! reflect activation of reasonably narrow cochlear regions, regardless of presenting AM tones
simultaneously or separately. ©2002 Acoustical Society of America.@DOI: 10.1121/1.1506367#

PACS numbers: 43.64.Qh, 43.64.Ri@LHC#

I. INTRODUCTION

A continuing goal of evoked potential audiometry is to
develop a technique that will quickly and accurately estimate
hearing thresholds in individuals who cannot reliably re-
spond behaviorally. Auditory steady-state responses~ASSRs!
may theoretically be recorded more quickly and recognized
more objectively than the more widely accepted auditory
brainstem response~ABR! ~Herdman and Stapells, 2001;
Lins et al., 1996; Ranceet al., 1998; Rickardset al., 1994!.
In addition, ASSRs may provide a more frequency-specific
assessment of hearing than the ABR because the amplitude-
modulated~AM ! tones used to elicit ASSRs have a narrower
spectrum than the brief tones used to elicit the ABRs~Hart-
mann, 1997!.

To establish a frequency-specific threshold in humans,
two criteria must be met. The first criterion—acoustic
specificity—requires the acoustic energy of the stimulus to
have minimal spectral splatter and to be centered at the fre-
quency of interest~Stapells, Picton, and Durieux-Smith,
1994; Stapellset al., 1985!. Limiting the spectral splatter
lessens the activation of responses by frequencies other than
the frequency of interest. A classic problem involving re-
duced acoustic specificity is when a brief, high-frequency

tone burst is heard by an individual with a severe high-
frequency hearing loss and near-normal hearing at lower fre-
quencies. The hearing~and thus the ABR! may be mediated
by the lower-frequency energy in a brief, high-frequency
tone burst~Pictonet al., 1979!. Acoustic specificity is mea-
sured by analyzing the spectrum of the stimulus. The AM
stimuli used to evoke the ASSRs are acoustically very fre-
quency specific. Sinusoidally amplitude-modulated tones
have an acoustic spectrum with three peaks of energy, one
centered at the carrier frequency and two side bands at the
carrier frequency plus/minus the modulation frequency
~Hartmann, 1997!.

The second criterion—cochlear place specificity—
requires that the cochlear activation occurs at the location on
the basilar membrane where continuous pure tones of that
frequency have their maximal activation~Starr and Don,
1988!. A large spread of activation to other regions of the
basilar membrane will make it difficult to determine which
cochlear place is producing the response. A classic problem
involving reduced place specificity occurs when a low-
frequency tone is still heard by an individual with no func-
tioning hair cells beyond the first turn of the cochlea. The
response is initiated through regions of the cochlea that re-
spond best to higher-frequency tones. Place specificity may
be measured by analyzing the extent of the cochlea that is
activated by the stimulus using high-pass noise~HPN! mask-
ing to isolate responding regions of the cochlea~Teas, Eld-

a!Author to whom correspondence should be addressed; electronic mail:
stapells@audiospeech.ubc.ca
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ridge, and Davis, 1962!. Presenting HPN masking at differ-
ent cutoff frequencies together with stimuli may be used to
limit the cochlea’s response. Subtractions can then determine
‘‘derived responses’’ that reflect the activation of the cochlear
regions between the two cutoff frequencies of the HPN~Don,
Eggermont, and Brackmann, 1979; Eggermont, Spoor, and
Odenthal, 1976; Nousak and Stapells, 1992; Oates and
Stapells, 1997b; Ponton, Don, and Eggermont, 1992; Stapells
et al., 1994!.

Place specificity of ASSRs to AM tones is still under
investigation. Early ASSR studies, using AM tones modu-
lated between 40–50 Hz, revealed good place specificity by
estimating behavioral thresholds in hearing-impaired indi-
viduals and by using high-pass noise masking techniques
~Griffiths and Chambers, 1991; Kuwada, Batra, and Maher,
1986!. Although these results seemed promising for using
ASSRs in a clinical setting, the 40-Hz response was found to
be inconsistent and unreliable in infants~Aoyagi et al., 1993;
Maurizi et al., 1990; Stapellset al., 1988; Suzuki and Koba-
yashi, 1984!. Modulating AM tones between 70–110 Hz can
evoke stable ASSRs in infants and adults, whether sleeping
or awake~Aoyagi et al., 1993; Cohen, Rickards, and Clark,
1991; Levi, Folsom, and Dobie, 1993; Linset al., 1995;
Rickardset al., 1994!. Results from studies comparing be-
havioral and ASSR thresholds in individuals with different
configurations and magnitudes of hearing impairments have
shown correlations of 0.69 and 0.99 between these measures
~Aoyagi et al., 1994; Linset al., 1996; Pictonet al., 1998;
Ranceet al., 1998!. However, the extent of the place speci-
ficity has not been quantified. Thus, it is important that the
place specificity of the 70–110-Hz ASSR be assessed by
means of masking.

Results from a two-tone masking study by John and col-
leagues~Johnet al., 1998! suggest that a 1000-Hz AM tone
~60 dB SPL! modulated at 80 Hz activates the basilar mem-
brane within a1

2 octave on either side of the stimulus carrier
frequency. These data warrant further investigation using
other carrier frequencies and noise-masking techniques.

This paper investigates place specificity for the single-
and multiple-ASSR methods using derived responses. We
obtained amplitudes for ASSRs to single AM tones and to
multiple ~four! AM tones presented at 60 dB SPL in high-
pass filtered noise masking with cutoff frequencies at1

2-
octave steps~ranging from 0.25 to 16.0 kHz!. Amplitudes for
1-octave-wide derived bands for each stimulus frequency
were calculated, providing amplitude profiles as a function of
derived-band center frequency. Bandwidths and center fre-
quencies~CFs! were determined for each derived-band am-
plitude profile. By examining these measures, we are able to
demonstrate the place specificity for ASSRs and to investi-
gate whether differences exist between ASSRs to single-and
multiple-stimulus or between different carrier frequencies.

II. METHODS

A. Subjects

Nine adults~4 females! volunteered for this study. Their
ages ranged from 18 to 30 years~mean age 21 years!. Nor-
mal middle-ear compliance and reflexes were confirmed for

all participants at each test session using tympanometry and
ipsilateral acoustic-reflex measures. All participants had
pure-tone behavioral thresholds of 15 dB HL~ANSI, 1996!
or better for octave frequencies between 500 and 4000 Hz.

B. Stimuli

The stimuli were sinusoidal AM tones that were gener-
ated and presented by theMASTER system~John and Picton,
2000!. Parameters for these stimuli are based on those pre-
viously reported~Herdman and Stapells, 2001; Linset al.,
1996!. AM tones were presented to a test ear~chosen ran-
domly between right and left ears for each subject! through
ER-3A insert earphones. AM tones had carrier frequencies
( f c) of 500, 1000, 2000, and 4000 Hz that were 100% am-
plitude modulated at frequencies of 77.148, 84.961, 92.773,
and 100.586 Hz, respectively. These modulation frequencies
( f m) were used to obtain an integer number of cycles for the
f m in an EEG recording section~of 1.024 seconds!.

AM tones were presented to the subject under two con-
ditions: ~1! Single: AM tones of 500 or 2000 Hz were pre-
sented separately to the test ear; and~2! Multiple: simulta-
neous presentation of four AM tones~500, 1000, 2000, and
4000 Hz! to the test ear.

The intensity of the AM tones was 60 dB SPL~49–53
dB nHL; Herdman and Stapells, 2001!, calibrated for each
tone separately. The intensity of the combined stimulus was
66 dB SPL.

C. High-pass noise masking

All stimuli were combined with ipsilateral HPN. Broad-
band white noise was generated~Tucker Davis Technologies
WG1! and then high-pass filtered~96 dB/octave slope;
Wavetek model 852 filter! using cutoff frequencies at12-
octave steps: 0.25, 0.354, 0.5, 0.707, 1.0, 1.41, 2.0, 2.83, 4.0,
5.66, 8.0, 11.31, and 16.0 kHz. The HPN cutoff frequency of
16.0 kHz was used to provide response measures in a ‘‘non-
masked’’ condition. This was done to account for possible
effects of broadband noise leaking through the filter~Oates
and Stapells, 1997a! and to keep the filter in the stimulus/
masker setup for all conditions. All1

2-octave HPN cutoff fre-
quencies between 0.25 and 16.0 kHz were used in the
multiple-stimulus condition. Different HPN cutoff frequen-
cies were used for the single presentations of 500- and
2000-Hz tones. HPN cutoff frequencies were between 0.25
and 4.0 kHz for the single 500-Hz AM tone presentation, and
between 0.5 and 8.0 kHz for the single 2000-Hz AM tone
presentation. These cutoff frequencies were chosen to obtain
results for at least one octave below and two octaves above
the stimulus carrier frequency.

The intensity of the broadband noise was adjusted for
each subject to a level just sufficient to mask ASSRs for all
carrier frequencies in both conditions. Behavioral masking
levels were established first by asking subjects to identify
AM tones presented for 1 s while broadband noise was con-
tinually delivered ipsilaterally. The intensity of the broad-
band noise was increased by 2 dB SPL for correct response
trials, then decreased by 1 dB SPL for no response trials. The
behavioral masking level for each condition was at the noise
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intensity for which the participant indicated no more than
one correct response out of five, with at least three out of five
correct responses 1 dB lower. The mean~61 standard devia-
tion! behavioral masking level for the 60-dB SPL stimuli was
8062 dB SPL. The highest level of behavioral masking just
needed to mask any stimulus~including the multiple-
stimulus condition! was used as a starting intensity for deter-
mining the broadband noise level required to mask ASSRs.
In order to determine the physiological~ASSR! masking lev-
els for each subject, the broadband noise was increased using
2-dB steps for ‘‘response present’’ recordings and decreased
using 1-dB steps for ‘‘no-response’’ recordings. ASSR mask-
ing levels were determined as the lowest broadband noise
intensity that just sufficiently masked all ASSRs for all con-
ditions. The mean ASSR masking level was 8262 dB SPL.

D. Derived-band auditory steady-state responses

Derived-band ASSRs were obtained by subtracting
ASSRs with HPN masking from ASSRs with HPN masking
that had a cutoff frequency 1 octave higher~Don et al., 1979;
Eggermont, 1976!. Subtractions were performed on the time-
domain waveforms~rather than frequency spectra! and the
results transformed into the frequency domain. This was sim-
pler than performing subtraction in the frequency domain,
which would require vector arithmetic to consider both the
amplitude and phase of a response. The schematic in Fig. 1
shows the frequency spectra of the subtraction of ASSR
time-domain averages. ASSRs to multiple AM tones in 1.0-
kHz HPN masking were subtracted from ASSRs to multiple
AM tones in 2.0-kHz HPN masking in order to obtain
derived-band ASSRs in a derived band centered at 1.0 kHz
~i.e., representing contributions from cochlear regions with
characteristic frequencies between 1.0 and 2.0 kHz!. The fig-
ure shows only the amplitude spectra of the responses be-
cause these are the most informative, and shows only those

portions of the spectra near the response frequencies. The
design of the study was fortuitous in that the modulation~at
which the brain responds! increased as the carrier frequency
increased. This is not a requirement, but it does allow the
brain response to be lined up in the figure above the acoustic
spectra for the AM tones. Note that the frequency axis is
different between EEG and acoustic spectra. Obtaining the
acoustic response area for the derived-band procedure was
done by subtracting the unmasked part of the 1-kHz HPN
response from the masked part of the 2-kHz HPN response.
The response area is conceptually similar to that obtained
with notched noise, with one important exception: the
derived-response method shows substantially less of the
‘‘upward spread of masking’’ seen with notched noise~Pic-
ton et al., 1979!. Note, the derived-band subtraction tech-
nique will increase the background residual noise by the
square root of 2 compared to the HPN averages. Sufficient
averaging was performed to adjust for this factor.

Half-octave-wide derived bands were not utilized be-
cause these narrower derived bands result in very low signal-
to-noise levels and thus highly variable response amplitudes
across subjects. This has previously been shown by Oates
and Stapells~1997b!. Derived responses were therefore cal-
culated for one-octave-wide bands with center frequencies
separated by12-octave intervals. The derived-band center fre-
quency was designated as the lower HPN cutoff frequency in
the subtraction procedure. There is some controversy con-
cerning the designation of the center frequency of the de-
rived band ~discussed in detail by Oates and Stapells,
1997b!. Several earlier studies chose the lower HPN cutoff
frequency as the center frequency based on subtractions of
HPN acoustic spectra~Don and Eggermont, 1978; Donet al.,
1979; Eggermont and Don, 1980; Oates and Stapells, 1997b;
Nousak and Stapells, 1992!. Results from a recent within-
band masking study in our lab~Stapells and So, 1999! indi-
cate that the center frequency of the derived band is close to

FIG. 1. HPN/DR technique. The upper traces depict the
EEG amplitude spectrum for multiple ASSRs to AM
tones of 500, 1000, 2000, and 4000 Hz. Statistically
significant (p,0.01) ASSRs are designated by arrow-
heads. These responses correspond to the acoustic line
spectra of the AM tones which are presented directly
below each EEG spectrum. This may be illustrated in
such a manner because the modulation frequency~at
which neurons respond! increases with carrier fre-
quency. In addition to the AM tone spectra, HPN mask-
ing is depicted as the gray box that has a cutoff fre-
quency at 2 kHz for the upper left graph and 1 kHz for
the lower left graph. Subtraction of these two responses
in the time domain yields a derived band with a center
frequency of 1 kHz~lower right acoustic spectra! and
the corresponding EEG spectrum for the multiple
derived-band ASSR depicted above.
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the lower HPN cutoff frequency. This result is due to the
finite slope of the filter, and would only be applicable to
1-octave-wide derived bands and similar filter slopes.

Derived-band ASSR amplitudes were determined for
each derived-band center frequency in each condition to ob-
tain amplitude profiles. Amplitude profiles were used to cal-
culate the bandwidth and the center frequencies~CFs! for the
derived-band ASSRs. Bandwidth at 50%~or 26 dB;
BW6 dB) of the maximal derived-band ASSR was determined
for each subject’s amplitude profile and then averaged across
subjects. To compare the width of the BW6 dB across carrier
frequency, two types of transformations were used. The first
transformation was conversion into an octave scale, given by
the following equation:

BW~octaves!5 log2~HF4LF!, ~1!

where HF is high-frequency edge~in Hz! and LF is the low-
frequency edge~in Hz! of the amplitude profile at 50% maxi-
mal peak derived-band ASSR amplitude. For example, a
bandwidth of 1 octave centered at 1000 Hz would have a
low-frequency edge equal to 707 Hz and a high-frequency
edge of 1414 Hz, giving an linear bandwidth of 707 Hz. The
second transformation of the BW6 dB was conversion into a
Q6 dB measurement, given by

Q6 dB5BW6 dB4carrier frequency ~2!

~Hartmann, 1997!.
Derived-band center frequencies were calculated as the

geometric mean of the low- and high-frequency edges at
50% maximal amplitude on the amplitude profiles, given by

center frequency5ALF3HF. ~3!

Center frequencies~CFs! were compared between stimuli of
different carrier frequencies as a percent of stimulus carrier
frequency or as octaves from the carrier frequency, given by

%CF5100%3~CF4carrier frequency!, ~4!

CF~octaves!5 log2~CF4carrier frequency!. ~5!

E. Procedure

For each subject, this study consisted of three recording
sessions, each requiring 2–3 h, for a total of 6–9 h. An
exception was one participant who completed the study in
one overnight session of 7 h. During behavioral measures,
participants relaxed in a comfortable reclining chair in a
double-walled sound-attenuated booth. During ASSR mea-
sures, participants slept or relaxed in the same recliner and
booth. Background acoustic noise levels of the booth, which
were below the recommended maximum ambient noise lev-
els for audiometric threshold testing using insert earphones
~ANSI, 1999!, were 12, 10, 10, and 12 dB SPL for 1-octave-
wide bands centered at 0.5, 1, 2, and 4 kHz, respectively.

F. Evoked potentials

ASSR data were collected from recording electrodes at
the vertex~Cz! and on the back of the neck, in the midsag-
ittal plane just below the hairline. A forehead placement was
used for the ground electrode. Interelectrode impedances

were less than 3 kOhms at 10 Hz. The EEG was filtered
using a bandpass of 30 to 250 Hz~12 dB/octave!, amplified
80 000 times, and AD-converted at a rate of 500 Hz. An EEG
recording sweep contained 16 sections of 1.024 s each. Sec-
tions contaminated by muscle or movement artifacts~i.e.,
having voltages exceeding640 mV! were rejected from av-
eraging. EEG recordings ranged from 6 to 48 sweeps per
condition by HPN cutoff frequency, taking approximately 2
to 14 min per recording.

For online analysis, fast Fourier transform~FFT! con-
verted ASSR average time-domain waveforms into the fre-
quency domain. The FFT resolution was 0.061 Hz, spanning
from 0 to 250 Hz. Amplitudes were measured from baseline
to peak. Relative ASSR amplitudes were calculated as per-
centages of an individual’s ‘‘nonmasked’’ ASSR amplitude
~i.e., 16-kHz HPN masker!. These were then averaged across
subjects to obtain mean relative amplitudes. Additionally,
grand mean waveforms were obtained by averaging the time-
domain waveforms across all subjects and then transforming
this grand average into the frequency domain. This proce-
dure takes into account the phases of the individual re-
sponses, and was used to determine if only averaging indi-
viduals’ amplitudes was valid. ASSRs were determined as
‘‘response present’’ or ‘‘no response’’ by comparing the am-
plitude at f m and the average amplitude of the background
noise in 60 adjacent spectral frequencies on either side off c

~Dobie and Wilson, 1996; Linset al., 1995; Zurek, 1992!. A
response was considered present when theF ratio of the
signal to noise was significant atp values,0.01. A no re-
sponse required averaging of the EEG until a level of aver-
age background noise amplitude was less than 8.5 nanovolts
~nV! and p.0.20. Nonsignificant response amplitudes were
given a value equal to the average background noise ampli-
tude in adjacent frequencies~i.e., residual noise!.

G. Statistical analysis

For statistical analyses, the HPN cutoff frequencies and
derived-band center frequencies were normalized to the
stimulus carrier frequency. For example, an HPN cutoff fre-
quency or a derived-band center frequency of 1 kHz was
classified as ‘‘plus 1 octave’’ for the 500-Hz AM tone and
‘‘minus 1 octave’’ for the 2000-Hz AM tone. This allowed
for comparisons of results across all carrier frequencies.

Three-way repeated-measures analyses of variance
~ANOVA ! were used to analyze ASSR or derived-band
ASSR relative amplitudes across two conditions~single and
multiple!, two carrier frequencies~500 and 2000 Hz!, and six
normalized HPN cutoff frequencies~21.0, 20.5, 0.0, 0.5,
1.0, and 1.5 octaves! or five normalized derived-band center
frequencies~21.0, 20.5, 0.0, 0.5, and 1.0 octaves!. Two-
way repeated-measures ANOVAs were used to analyze
ASSR or derived-band ASSR relative amplitudes for the
multiple-stimulus condition across four carrier frequencies
~500, 1000, 2000, and 4000 Hz! and six normalized HPN
cutoff frequencies~21.0, 20.5, 0.0, 0.5, 1.0, and 1.5 oc-
taves! or five normalized derived-band center frequencies
~21.0, 20.5, 0.0, 0.5, and 1.0 octaves!. One-way repeated-
measures ANOVAs were used to analyze Q6 dB or %CF
across four carrier frequencies~500, 1000, 2000, and 4000
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Hz! in the multiple-stimulus condition. Two-way repeated-
measures ANOVAs were used to analyze Q6 dB or %CF
across two conditions~single and multiple! and two carrier
frequencies~500 and 2000 Hz!. Huynh–Feldt epsilon correc-
tion factors for degrees of freedom were used when appro-
priate. Results of these ANOVAs were considered significant
if p,0.01. Newman–Keulspost hoccomparisons were per-
formed only for significant main effects and interactions. Re-
sults of thepost hoctests were considered significant ifp
,0.05.

III. RESULTS

A. Multiple-stimulus condition

Figure 2 shows the grand-mean amplitude spectra for
ASSRs to multiple AM tones in HPN masking and for
derived-band ASSRs. When the HPN cutoff frequency
changed from 8.0 to 4.0 kHz, ASSRs to 500-, 1000-, 2000-,
and 4000-Hz AM tones decreased by 10~19%!, 5 ~10%!, 8
~22%!, and 23 nV~82%!, respectively. These attenuations
were reflected in the derived band centered at 4.0 kHz, such
that there were significant (p,0.01) derived-band ASSRs
with amplitudes of 10, 8, 8, and 23 nV for the 500-, 1000-,
2000-, and 4000-Hz AM tones, respectively. Lowering the
HPN cutoff frequency from 4.0 to 2.0 kHz resulted in a
21-nV ~72%! attenuation of the grand-mean ASSRs to the
2000-Hz AM tone modulated at 93 Hz, whereas the largest
change in grand-mean ASSR amplitude for the other AM
tones was 1 nV. The differences in these grand-mean ASSR
amplitudes between the two HPN conditions was revealed in
the derived band centered at 2.0 kHz, such that the only
significant derived-band ASSR was to the 2000-Hz AM tone
~21 nV!. Lowering of the HPN cutoff frequency from 2.0 to
1.0 kHz resulted in grand-mean ASSR amplitude reductions
of 10 ~23%!, 35 ~74%!, 6 ~75%!, and 0 nV~0%! for the 500-,
1000-, 2000-, and 4000-Hz AM tones. The corresponding
derived band centered at 1.0 kHz had significant responses
only to 500- and 1000-Hz AM tones~10 and 37 nV, respec-
tively!. Similar grand-mean amplitude attenuation and

derived-response patterns were seen for other HPN cutoff
frequencies, except that there were significant responses in
derived bands centered at 4.0 to 8.0 kHz~not shown! for all
AM tones.

1. HPN masking

Figure 3 depicts the average of individual ASSR relative
amplitudes, plotted as a function of HPN cutoff frequency~in

FIG. 2. Grand mean EEG spectra for the multiple-
stimulus condition. On the left are EEG spectra for mul-
tiple ASSRs in the presence HPN with cutoff frequen-
cies ranging from 0.5 to 8.0 kHz~designated on the far
left!. Statistically significant (p,0.01) ASSRs are des-
ignated by arrowheads. On the right are shown derived-
band ASSRs for one-octave derived bands obtained by
sequential subtraction of the ASSR in the presence of
HPN.

FIG. 3. Mean and standard deviation~s.d.; lower panel! of relative ampli-
tudes ~% of ‘‘nonmasked’’! for ASSRs to 60 dB SPL AM tones of 500,
1000, 2000, and 4000 Hz recorded in HPN masking for the multiple-
stimulus condition. Mean estimates of the noise floor~% of ‘‘nonmasked’’!
with respect to stimulus carrier frequency are designated at the HPN cutoff
frequency of 0.150 kHz.
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1
2-octave steps! obtained in the multiple-stimulus condition.
Mean ~6 standard deviation! nonmasked ASSR amplitudes
for multiple AM tones of 500, 1000, 2000, and 4000 Hz were
65633, 68624, 60616, and 45617 nV, respectively.
Looking across AM tones, the means of individual ASSR
amplitudes for HPN cutoff frequencies greater than the car-
rier frequency were reduced by 0 to 48% from nonmasked
ASSRs. For HPN cutoff frequencies at and below the carrier
frequency, means of individual amplitudes were attenuated
by at least 80% from nonmasked ASSR amplitudes and typi-
cally fell to the EEG residual noise floor~plotted at 0.15
kHz! within the first 1

2 octave of the stimulus frequency.
To identify any differential masking effects across car-

rier frequencies, HPN cutoff frequencies were normalized to
the stimulus carrier frequency. Overall, there were no signifi-
cant differences between carrier frequencies, as shown by
ANOVA results in Table I~left half!. However, ASSR rela-
tive amplitudes in response to 2000-Hz AM tones were sig-
nificantly lower than responses to 1000- and 4000-Hz AM
tones, for cutoff frequencies greater than1

2 octave above the
carrier frequency~post hocanalyses of the significant carrier
frequency by HPN interaction are shown in Table I!. When
collapsed across carrier frequency, ASSR relative amplitudes
for HPN cutoff frequencies above the carrier frequency were
significantly larger than amplitudes for HPN cutoff frequen-
cies at and below the carrier frequency~significant HPN ef-
fect, Table I!.

2. Derived-band ASSR

Figure 4 illustrates the place specificity as determined by
the derived-band response technique for the multiple-
stimulus ASSR. The maxima of the mean of individual
ASSR relative amplitudes for the derived-band ASSR pro-
files ranged from 55% to 70% of ‘‘nonmasked’’ ASSR am-
plitudes. These maxima occurred in derived-bands at or1

2

octave below the carrier frequency. Mean amplitudes for
derived-bands one-octave below the carrier frequency are not
different from the noise. The response amplitudes for derived
bands one octave above the carrier frequency are greater than
the noise floor for the 500- and 4000-Hz stimuli. Mean am-
plitude profiles for the 1000- and 2000-Hz stimuli do not
show this asymmetry in amplitude profiles.

No significant differences in derived-band ASSR ampli-
tude profiles occurred between carrier frequencies~500 to
4000 Hz! when derived-band center frequencies were nor-
malized to octaves above and below the carrier frequency
~carrier frequency effect and interaction, Table I!. A signifi-
cant main effect of derived-band center frequency~Table I!
was caused by the expected peak-like shape of the amplitude
profile. Post hoctests revealed that amplitudes for derived-
band center frequencies at and1

2 octave below the carrier
frequency were significantly larger than those at other
derived-band frequencies.

Place specificity for the multiple-stimulus condition was

TABLE I. Comparison of ASSRs to multiple~four! stimuli at different carrier frequencies. Results of two-way
repeated measures ANOVAs for ASSRs in HPN and derived-band ASSR.

Effect

ASSR in HPN Derived-band ASSR

df F «a pb df F « p

Carrier frequencyc 3, 24 1.92 0.8 0.168 3, 24 2.65 0.42 0.13
HPNd or CFe 5, 40 109 0.5 ,0.001f 4, 32 30.5 1 ,0.001f

Carrier frequency x
HPN or CF

15, 120 3.86 0.4 0.004f 12, 96 2.19 0.5 0.061

aHuynh–Feldt epsilon correction factor for degrees of freedom.
bProbability reflects corrected degrees of freedom.
cCarrier frequency: 500, 1000, 2000, and 4000 Hz.
dHigh-pass noise cutoff frequency normalized to carrier frequency:21.0, 20.5, 0, 0.5, 1.0, and 1.5 octaves
from stimulus frequency.

eDerived-band center frequency normalized to carrier frequency:21.0, 20.5, 0, 0.5, and 1.0 octaves from
stimulus frequency.

fSignificant (p,0.01).

FIG. 4. Mean and standard deviation~s.d.; lower panel! of relative ampli-
tudes~% of ‘‘nonmasked’’! for one-octave-wide derived-band ASSRs to 60
dB SPL AM tones of 500, 1000, 2000, and 4000 Hz for the multiple-
stimulus condition. Mean estimates of the noise floor~% of ‘‘nonmasked’’!
with respect to stimulus carrier frequency are designated at the derived-band
center frequency of 0.150 kHz.
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evaluated by calculating the BW6 dB, CF, Q6 dB, and %CFs
for derived-band ASSR amplitude profiles~Table II!. Ampli-
tude profiles for all carrier frequencies had BW6 dB approxi-
mately one-octave wide and CFs within14 octave of the
stimulus frequency. One-way ANOVAs revealed no signifi-
cant differences across carrier frequencies for Q6 dB or for
%CF (p50.28 andp50.13, respectively!.

B. Single- versus multiple-stimulus condition

Figure 5 shows the grand mean amplitude spectra for
ASSRs tosingle500-Hz AM tones~modulated at 77 Hz! in
HPN masking and for the corresponding derived-band-
ASSRs. The derived band centered at 2.0 kHz had a 13-nV
ASSR to a 500-Hz AM tone, which is more than twice the
difference~6 nV! in ASSR amplitudes between the two cor-
responding HPN cutoff frequencies of 2.0 and 4.0 kHz. The
derived band centered at 1.0 kHz showed there was a small,
yet significant, 9-nV ASSR to a 500-Hz AM tone. This is
inconsistent with only a 1-nV difference between ASSR am-
plitudes of 27 and 26 nV for ASSR in HPN with cutoff
frequencies of 2.0 and 1.0 kHz, respectively. The derived
band centered at 0.5 kHz had a 24-nV ASSR to a 500-Hz
AM tone, which corresponded to the amplitude reduction
when the HPN cutoff frequency was lowered from 1.0 to 0.5

kHz. No change in ASSR amplitude to a 500-Hz AM tone
occurred when the HPN cutoff frequency decreased from 0.5
to 0.25 kHz. The corresponding derived band centered at
0.25 kHz showed a nonsignificant ASSR to a 500-Hz AM
tone.

Figure 6 shows the grand mean amplitude spectra for
ASSRs tosingle2000-Hz AM tones, modulated at 93 Hz, in
HPN masking and for the corresponding derived-band
ASSRs. The ASSR amplitude to the 2000-Hz AM tone was
reduced by 11 nV~50%! when the HPN cutoff frequency
decreased from 8.0 to 4.0 kHz. This amplitude reduction was
revealed by the small but significant derived-band ASSR~12
nV! in the derived band centered at 4.0 kHz. Lowering of the
HPN cutoff frequency 4.0 to 2.0 kHz resulted in an addi-
tional 10-nV ~90%! reduction in ASSR amplitude. This re-
duction was reflected by a significant derived-band ASSR of
11 nV for the derived band centered at 2.0 kHz. Further
lowering of the HPN cutoff frequency resulted in no more
than a 2-nV change in amplitude, and the corresponding de-
rived bands revealed nonsignificant ASSRs.

1. HPN masking

Figure 7 shows a comparison of the mean of individual
ASSR relative amplitudes between single- and multiple-

FIG. 5. Grand mean EEG spectra for the single 500-Hz
AM tone condition. On the left are EEG spectra for an
ASSR evoked by a 500-Hz AM tone in the presence of
HPN with cutoff frequencies ranging from 0.25 to 4.0
kHz ~designated on the far left!. Statistically significant
(p,0.01) ASSR are designated by arrowheads. On the
right are shown derived-band ASSRs for one-octave de-
rived bands obtained by sequential subtraction of the
ASSR in the presence of HPN.

TABLE II. Measurements for derived-band multiple-stimulus ASSRs~means and standard deviations!.

Measure

AM tone carrier frequency

500 Hz 1000 Hz 2000 Hz 4000 Hz

BW6 dB ~Hz! 4766220 7376226 11776324 30396890
~Octaves!a 1.2160.30 1.1960.27 1.0260.21 1.0360.28
CF ~Hz! 5556253 858698 16026118 41856703
~Octaves!b 0.0560.53 20.2360.16 20.3260.11 0.0560.23
Q6 dB 1.2360.32 1.2360.29 1.4460.34 1.4760.44
% CF ~%! 111651 86610 8066 105618

aOctave scale for BW6 dB.
bOctaves from carrier frequency.
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stimulus conditions, plotted as a function of HPN cutoff fre-
quency~in 1

2-octave steps!. Mean~6standard deviation! non-
masked ASSR amplitudes for single AM tones of 500 and
2000 Hz were 72656 and 58620 nV, respectively. This fig-
ure shows that the HPN amplitude profiles were similar be-
tween single- and multiple-stimulus conditions. However,
there are somewhat larger amplitudes~on average! at some
HPN cutoff frequencies for the single-stimulus compared to
the multiple-stimulus condition.

Results from a three-way ANOVA on the HPN data,

however, indicated no significant differences for relative
ASSR amplitude between single- and multiple-stimulus con-
ditions, as well as no significant interactions involving con-
dition ~Table III!. There was no significant effect of carrier
frequency; however, there was an interaction of carrier fre-
quency by HPN cutoff frequency~Table III!. Post hocanaly-
ses revealed that ASSR amplitudes for HPN cutoff frequen-
cies greater than12 octave from the carrier frequency were
significantly larger for 500-Hz than for 2000-Hz AM tones.
As expected, there was a significant effect of HPN cutoff
frequency when averaged across conditions and carrier fre-
quencies~Table III!. Post hocanalyses uncovered that ASSR
amplitudes for HPN cutoff frequencies12 octave and greater
than the carrier frequency were larger than those for HPN
cutoff frequencies less than and equal to the carrier
frequency.

2. Derived-band ASSR

Means of individual ASSR relative amplitudes for
1-octave-wide derived bands, obtained in1

2-octave steps,
were compared between single- and multiple-stimulus con-
ditions ~Fig. 8!. Amplitude profiles for the 500- and 2000-Hz
AM tones were similar between conditions, except that the
peaks of the amplitude profile for the 500-Hz AM tone were
at derived-band center frequencies of 0.5 and 0.354 kHz for
the single- and multiple-stimulus conditions, respectively.
Additionally, there were larger relative amplitudes for the
single 500-Hz AM tone at derived-band center frequencies
from 0.5 to 2 kHz compared to the multiple-stimulus condi-
tion. For the 2000-Hz AM tone, there were larger relative
amplitudes at derived-band center frequencies from 1.41 to 4
kHz for the single-stimulus condition compared to the
multiple-stimulus condition. However, despite these apparent
differences in means, they did not reach significance~Table
III !. Furthermore, there were no significant interactions in-
volving condition.Post hocanalyses of the expected signifi-
cant main effect of derived-band center frequency revealed

FIG. 6. Grand mean EEG spectra for the single
2000-Hz AM tone condition. On the left are EEG spec-
tra for an ASSR evoked by a 2000-Hz AM tone in the
presence of HPN with cutoff frequencies ranging from
0.5 to 8.0 kHz~designated on the far left!. Statistically
significant (p,0.01) ASSR are designated by arrow-
heads. On the right are shown derived-band ASSRs for
one-octave derived bands obtained by sequential sub-
traction of the ASSR in the presence of HPN.

FIG. 7. Mean and standard deviation~s.d.; lower panel! of relative ampli-
tudes~% of ‘‘nonmasked’’! for ASSRs to 60 dB SPL AM tones of 500 and
2000 Hz recorded in HPN masking for single- and multiple-stimulus condi-
tions. Mean estimates of the noise floor~% of ‘‘nonmasked’’! with respect to
stimulus carrier frequency and condition are designated at the HPN cutoff
frequency of 0.150 kHz.
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that derived-band ASSR relative amplitudes were signifi-
cantly larger for derived-band center frequencies at and1

2

octave below the carrier frequency compared to derived-
band center frequencies greater than and equal to1

2 octave
above, as well as one-octave below the carrier frequency

(p,0.025). There was no carrier frequency effect~Table
III !. However, there was a significant interaction between
carrier frequency and derived-band center frequency.Post
hoc analyses revealed significantly larger derived-band
ASSRs to the 500-Hz than 2000-Hz AM tone for derived-
band center frequencies equal to and1

2 octave greater than
their respective carrier frequencies (p,0.002).

For the single-stimulus condition, mean values of
BW6 dB were approximately one-octave wide and mean CFs
were generally within1

4 octave of the carrier frequency~see
Table IV!. These results were not different from measures of
place specificity for the multiple-stimulus condition, as re-
vealed by two-way repeated-measures ANOVA. There was
no significant difference in Q6 dB or %CF between conditions
~single versus multiple!, between carrier frequency~500 ver-
sus 2000 Hz!, and no condition by carrier frequency interac-
tions.

IV. DISCUSSION

The frequency specificity of an auditory-evoked poten-
tial, such as the ASSR, can be subdivided into three aspects:
acoustic specificity of the stimulus, cochlear place specific-
ity, and frequency specificity of central auditory neurons.
These will be discussed below in greater detail regarding the
multiple and single ASSRs.

A. Acoustic specificity of the stimulus

A stimulus’ acoustic specificity is identified as the
amount of spectral splatter around the nominal frequency
~Durrant, 1983!. The amount of spectral splatter of a stimu-
lus is dependent on duration, rise/fall times, gating, transfer
function of the transducer, and resonant properties of the
acoustic coupler~Burkard, 1984; Durrant, 1983; Harris,
1978; Nuttall, 1981!. It is important when estimating a hear-

TABLE III. Comparison of ASSRs for single- and multiple-stimulus conditions. Results of three-way repeated
measures ANOVAs for ASSR in HPN and derived-band ASSR.

Effect

ASSR in HPN Derived-band ASSR

df F «a pb df F « p

Conditionc 1, 8 1.05 1 0.336 1, 8 3.24 1 0.11
Carrier frequencyd 1, 8 2.83 1 0.131 1, 8 2.81 1 0.132
HPNe or CFf 5, 40 243.5 0.67 ,0.001g 4, 32 35.09 0.415 ,0.001g

Condition x 1, 8 0.02 1 0.884 1, 8 0.09 1 0.768
Carrier frequency
Condition x 5, 40 0.69 0.53 0.553 4, 32 2.69 0.523 0.095
HPN or CF
Carrier frequency x 5, 40 8.87 0.68 ,0.001g 4, 32 4 1 0.010g

HPN or CF
Condition x 5, 40 1.31 0.71 0.291 4, 32 0.82 0.547 0.468
Carrier frequency x
HPN or CF

aHuynh–Feldt epsilon correction factor for degrees of freedom.
bProbability reflects corrected degrees of freedom.
cCondition: single versus multiple stimuli.
dCarrier frequency: 500 vs 2000 Hz.
eHigh-pass noise cutoff frequency normalized to carrier frequency:21.0, 20.5, 0, 0.5, 1.0, and 1.5 octaves
from stimulus frequency.

fDerived-band center frequency normalized to carrier frequency:21.0,20.5, 0, 0.5, 1.0 octaves from stimulus
frequency.

gSignificant (p,0.01).

FIG. 8. Mean and standard deviation~s.d.; lower panel! of relative ampli-
tudes~% of ‘‘nonmasked’’! for one-octave-wide derived-band ASSRs to 60
dB SPL AM tones of 500 and 2000 Hz for the single- and multiple-stimulus
conditions. Mean estimates of the noise floor~% of ‘‘nonmasked’’! with
respect to stimulus carrier frequency are designated at the derived-band
center frequency of 0.150 kHz.
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ing threshold for a specific frequency to limit the amount of
spectral splatter so as to limit activation of the cochlear re-
gions which have characteristic frequencies away from the
nominal stimulus frequency. If there is a large amount of
spectral splatter, additional frequencies may be used by the
auditory system to produce a response. Thus, thresholds for
the frequency of interest would be underestimated.

Because the brief tones required for the ABR need to
have rapid onsets and short durations, their spectra show
considerable spectral splatter~Hartmann, 1997!. Brief tones
typically used to evoke ABRs thus have sidelobes that may
activate cochlear regions away from the frequency of inter-
est. When using high-intensity brief tones to elicit ABRs, it
may be necessary to add notched-noise masking to limit
sidelobe activation of the cochlea~Picton, 1991; Picton
et al., 1979; Stapells and Oates, 1997; Stapellset al., 1994;
Stapells et al., 1990; Stapellset al., 1985!. Unlike brief
tones, the spectral splatter for long-duration AM tones is
confined to three spectral peaks, one peak at the carrier fre-
quency and two side peaks at a frequency of plus/minus 1
modulation frequency from the carrier frequency. The spec-
tral spread for AM tones modulated between 77–101 Hz
ranges from 154–202 Hz at minus 6 dB from peak amplitude
and is centered around the carrier frequency. This suggests
that AM tones would be preferable over brief tones for use in
estimating hearing thresholds. However, acoustic spectral
splatter is only one aspect of frequency specificity for the
ASSR. Place specificity and neuronal specificity also play
important roles when using evoked potentials to estimate
hearing thresholds.

B. Cochlear place specificity

Due to basilar-membrane mechanics, the frequency
components of a stimulus may not activate only discrete re-
gions of the cochlea with characteristic frequencies specific
to the stimulus’ spectral components. Both upward and
downward spread of activation exists in the cochlea. Albeit,
there is greater upward spread of excitation whereby low-
frequency stimuli of moderate-to-high intensities can cause
appreciable displacement of the basal regions of the cochlea
that have characteristic frequencies above the spectral com-
ponents in the stimulus~Dallos, 1996!. Because regions

away from the frequency of interest are being activated, this
spread of activation may also contribute to an underestima-
tion of hearing thresholds, as would spectral splatter dis-
cussed above. Increasing the intensity of the stimulus results
in greater spread of activation within the cochlea due both to
upward spread of activation and to more-intense acoustic
sidelobes that exceed the thresholds at these frequencies.
Thus, it is important to identify the extent of the spread of
activation or place specificity for moderate-to-high-intensity
stimuli. A caveatto the present study is that only moderately
intense~60 dB SPL! tones were used. Presenting higher in-
tensity AM tones would require higher levels of masking,
which would have exceeded our safety limits.

1. Place specificity of multiple ASSRs

Results from this study show good place specificity for
the multiple-ASSR method. Significant reductions in relative
amplitudes for HPN cutoff frequencies above1

2 octave from
the carrier frequency suggest some upward spread of excita-
tion. However, the largest reduction in ASSR relative ampli-
tudes is when the HPN cutoff frequency is lowered from1

2

octave above the carrier frequency to the carrier frequency.
This large differential in masking suggests that large contri-
butions to responses are from cochlear regions with charac-
teristic frequencies between the stimulus frequency and1

2

octave above. These results are analogous to data reported in
a HPN study of tone-evoked ABR and MLR~Oates and
Stapells, 1997a!. Oates and Stapells~1997a! reported signifi-
cant decreases in ABR waveV–V8 and MLR waveNa–Pa
when HPN cutoff frequencies were lowered from12 octave
above~707 or 2830 Hz! the stimulus frequency to the stimu-
lus frequency~500 or 2000 Hz!. Thus, HPN data for ASSR
show similar place specificity to those of the ABR and MLR.

In contrast to HPN data, the derived-band response
method delineates both high- and low-frequency sides of the
cochlear regions that contribute to ASSRs. Derived-band
ASSR results reveal reasonably narrow activation of the co-
chlea for all carrier frequencies. An upward spread of activa-
tion can be seen for the 500- and 4000-Hz mean amplitude
profiles ~Fig. 4! in that there is a shallower sloping function
for the high-frequency sides of the profiles than the steep-
sloping function for the low-frequency side. This asymmetry

TABLE IV. Measurements for derived-band single- and multiple-stimulus ASSRs~means and standard devia-
tions!.

Measure

AM tone carrier frequency

500 Hz 2000 Hz

Singlea Multipleb Single Multiple

BW6 dB ~Hz! 4866193 4766220 13716512 11776324
~Octaves!c 1.2060.35 1.2160.30 1.1160.28 1.0260.21
CF ~HZ! 5586128 5556253 16916210 16026118
~Octaves!d 0.1360.29 0.0560.53 20.2560.18 20.3260.11
Q6 dB 1.2560.35 1.2360.32 1.3260.29 1.4460.34
% CF ~%! 112626 111651 85611 8066

aSingle-stimulus condition.
bMultiple-stimulus condition.
cOctave scale for BW6 dB.
dOctaves from carrier frequency.
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suggests that the stimulus activates regions basal to the char-
acteristic frequency as well as regions with characteristic fre-
quencies equal to the stimulus frequency. Regions more than
1
2 octave apical to the stimulus frequency are less activated
by the stimulus as compared to basal regions greater than1

2

octave from the nominal stimulus frequency. Visual observa-
tions may suggest that there is a difference in place specific-
ity between stimuli. However, this noticeable difference is
not significant, as indicated by the lack of interaction be-
tween carrier frequency and derived-band ASSRs. Further-
more, mean BW6 dB results demonstrate that ASSRs to AM
tones predominantly reflect activation of cochlear regions
with characteristic frequencies from approximately1

2 octave
below to 1

2 octave above the carrier frequency, with no dif-
ference between carrier frequency. This good place specific-
ity of ASSRs is in agreement with that reported by John
et al. ~1998!. Using AM tones of various carrier frequencies
to mask ASSRs to a 60-dB SPL, 1000-Hz AM tone modu-
lated at 80.9 Hz, John and colleagues reported significant
reductions in ASSR amplitudes when the masker AM tone
was within 1

2 octave of the 1000-Hz AM tone. Reduction in
ASSR amplitudes shown by Johnet al. may be due to a
demodulation of the response to the AM tone by the addition
of a masking tone, instead of the suggested direct masking,
as pointed out by Bernstein~1994!. That is, a pure tone pre-
sented simultaneously with an AM tone can significantly re-
duce the amplitude of the energy at the modulation fre-
quency ~Bernstein, 1994!. Results from the present study,
which show that there is a significant masking within1

2 oc-
tave of the carrier frequency, however, support the claim of
direct masking made by Johnet al. ~1998!. Moreover, other
carrier frequencies~500-, 2000-, and 4000-Hz! also showed
good place specificity, as indicated by results from the
present study.

For derived bands centered at 5.66 and 8 kHz, response
amplitudes are significantly greater than the noise floor for
all stimuli ~Fig. 4!. This result was not expected for AM
tones of 500 to 2000 Hz because the derived-band amplitude
profile dips to nonsignificant ASSR amplitudes~i.e., to the
EEG noise floor! and then rises to significant responses in
the derived bands centered at 5.66 and 8.0 kHz. This contra-
dicts the cochlear traveling wave envelopes that do not show
this increase in response amplitude for high-frequency re-
gions to these lower frequency stimuli, as is seen in Fig. 4.
One possible explanation for this result is that the HPN re-
sponses used to calculate the derived-bands~e.g., 8- and
4-kHz responses! have greater differences in phase as com-
pared to lower HPN conditions~i.e., below 2 kHz!. Thus, the
subtraction of the HPN conditions~8- and 4-kHz responses!
with phase differences that are largely out of phase with each
other could create large derived-band amplitudes, whereas
phase discrepancy for the lower HPN responses are largely
in phase. Another possible explanation for an increase in
ASSR amplitudes for derived bands at the above 4 kHz is
that as the HPN cutoff frequency is increased there is a pos-
sible ‘‘release from masking’’ of responses in these high-
frequency derived-band regions. Consider that all frequency
stimuli produce a small amplitude response from cochlear
regions above 4 kHz. Also, consider that HPN masking lev-

els used in this study are sufficient to fully mask out all
ASSRs, including the ones in derived bands centered at 5.66
and 8 kHz. The HPN masking level might not be sufficient to
mask responses from the 8-kHz region and above as com-
pared to the broadband masker. This effect may be explained
by assuming that the broadband masking also involves sup-
pression mechanisms in addition to ‘‘line-busy’’ effects~Del-
gutte, 1996!. When the HPN cutoff frequency is increased
~i.e., less masking of the lower-frequency cochlear regions!,
there might be less suppression of neurons responding to
high-frequency cochlear regions by the less active lower-
frequency cochlear regions that are now unmasked. Stapells
et al. ~1985! observed similar phenomena in notched-noised
masking of click ABRs. They revealed a waveform earlier in
latency than expected when a notch of 0.5 kHz was intro-
duced in the broadband masker. Considering its latency, this
earlier wave was suggested to originate in the basal portion
of the cochlea and was a result of a release from masking
when the notched was introduced. Further investigation into
this issue is needed.

Grand-mean data consider the phase of the derived-band
ASSRs by averaging the time-domain waveforms of all sub-
jects and then transforming it into the frequency domain; in
contrast, mean relative derived-band ASSR amplitudes ob-
tained from individuals do not. The results show that the
grand-mean amplitudes~Figs. 2, 5, and 6! are somewhat
smaller than the mean relative derived-band ASSR ampli-
tudes~Figs. 4 and 8!. This discrepancy is a result of phase
variability between subjects because averaging ASSRs that
have different phases will result in deconstruction of the
time-domain waveform. Although there is some inconsis-
tency in the magnitude of the mean derived-band ASSRs, the
amplitude profiles between grand-mean amplitudes and
mean amplitudes of individuals are very similar. Both show
peak amplitudes at the stimulus frequency and largely dimin-
ished responses an octave away. Thus, calculating the ampli-
tude profiles by averaging individual amplitudes seems to be
a valid method for determining measures of place specificity.

2. Place specificity of single- versus multiple-ASSR

Another key issue being tested in this study was the
possibility of masking within the multiple-stimulus condi-
tion. That is, does the presence of the lower-frequency
stimuli cause masking of the ASSR to higher-frequency
stimuli? Results of the present study indicate no significant
differences in measures of place specificity of the ASSR
whether AM tones are presented separately or simulta-
neously. When compared across conditions, HPN data for
AM tones of 500 and 2000 Hz show the same decrease in
ASSR amplitudes as the HPN cutoff frequency decreases
from 1

2 octave above to the carrier frequency. Comparing
between conditions, ASSR amplitudes are greater, on aver-
age, for the single-stimulus than the multiple-stimulus con-
dition at HPN cutoff frequencies of 1 to 2 octaves~500 Hz!
and 1 to 1.5 octaves above the carrier frequency. These dif-
ferences may suggest that addition of other AM tones can
cause attenuation of response amplitudes. However, differ-
ences did not reach significance between single- and
multiple-stimulus conditions and suggests that interactions
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between stimuli, such as masking, do not appear to occur
when simultaneously presenting multiple~four! AM tones
that have carrier frequencies an octave apart. Thus, the
multiple-ASSR technique would provide an advantage of be-
ing able to assess multiple place-specific thresholds in less
time as compared to single-stimulus methods. This has also
been shown for multiple-stimulus techniques used to evoke
transient ABRs~Hoke et al., 1991!.

Comparing ASSRs in HPN masking between carrier fre-
quencies, however, showed that amplitudes are significantly
diminished for 2000-Hz compared to 500-Hz AM tones. This
difference can also be seen in ABR and MLR data reported
by Oates and Stapells~1997a!. This trend is supported by
behavioral results showing that detection of a 2000-Hz
stimulus is more affected by masking noise than detection of
a 500-Hz tone~Reed and Bilger, 1973!.

Analyses of derived-band ASSR amplitude profiles be-
tween conditions further confirms that place specificity is not
significantly different between multiple- and single-ASSR
methods. There were differences, though statistically nonsig-
nificant, between the peak amplitudes of the derived-band
profiles. For the 500-Hz AM tone in the multiple-stimulus
condition, the peak amplitude is smaller and shifted more
apically than in the single-stimulus condition. Also, there are
smaller derived-band relative amplitudes at the carrier fre-
quency and above for the 2000-Hz AM tone in the multiple-
stimulus condition, as compared to the single-stimulus con-
dition. These results may support the hypothesis that there
are indeed interactions between stimuli that affect the
derived-band profiles. These differences, however, are not
substantial.

3. General comments

For some carrier frequencies, the peak of the derived-
band amplitude profiles are12 octave below the stimulus fre-
quency ~e.g., 500 Hz for the multiple-stimulus condition;
Fig. 4! or the derived-band ASSR center frequencies are be-
low the stimulus frequency~e.g., 1000 and 2000 Hz; Table
II !. These observations may suggest that it would be more
appropriate to designate the derived-band center frequency
as the higher HPN cutoff frequency in the subtraction proce-
dure. However, this would also shift the peaks and center
frequencies for the other stimulus frequencies~e.g., 4000 Hz!

by 1
2 octave. In doing this the center frequency for the

4000-Hz AM tone~multiple-stimulus condition! would be
5918 Hz~i.e., 1918 Hz from the stimulus frequency!, which
is quite different from the more respectable 4185 Hz~i.e.,
185 Hz from the stimulus frequency!. Data from the present
study, therefore, provide more support to specifying the
derived-band center frequency as the lower HPN cutoff fre-
quency.

Derived-band ASSR amplitude profiles from this study
look similar to derived responses for ABRs and MLRs
~Oates and Stapells, 1997b!. This comparable place specific-
ity indicates that the high acoustic specificity for AM tones
does not directly translate into better place specificity of the
ASSRs. For instance, a 1000-Hz AM tone modulated at 85
Hz has an acoustic bandwidth of 170 Hz, whereas the corre-
sponding ASSR to the 1000-Hz AM tone reflects responses
from a bandwidth of 737 Hz.

Average BW6 dB values for the ASSRs, and for ABRs
and MLRs to 500- and 2000-Hz tones~Oates and Stapells,
1997b!, shown in Table V, reveal similar degrees of place
specificity across the different methods. Several of the statis-
tical comparisons using Student t-tests with unequal sample
sizes~Howell, 1997!, show a better specificity for the ASSR
technique withp values between 0.01 and 0.10~see Table V!.
These differences would be compatible with the increased
acoustic specificity of AM tones over the brief tones. Never-
theless, the differences in bandwidths between ABRs/MLRs
and ASSRs are small and may not be that meaningful in
clinical situations. Further research is needed in patients with
steeply sloping hearing losses.

C. Frequency specificity of central auditory neurons

In addition to acoustic specificity and place specificity,
the tuning curves of the neurons generating the ASSRs
should be considered when discussing the frequency speci-
ficity of the auditory-evoked potentials. The cochlea pro-
cesses sound like a bank of filters centered at different fre-
quencies. In a normal cochlea responding to single tones, the
narrow tuning of one of these cochlear filters is directly
translated to the primary auditory neurons which innervate a
particular cochlear place. Thus, the tuning curves of the
auditory-nerve fibers are essentially the same as the activa-
tion patterns of the basilar membrane~Pickles, 1988!. Some

TABLE V. Measurements for derived-band multiple-stimulus ASSRs and ABRs/MLRs~means, standard de-
viations, and sample size! and t-test comparisons between ASSR and ABR/MLR.

Tone carrier frequency
500 Hz 2000 Hz

Measure ASSRa ABRb MLRb ASSR ABR MLR

BW6 dB ~Hz! 4816201 6486182 6326123 12746427 17266525 13556427
Sample size 9 12 12 9 12 12
t-scorec ¯ 1.99 2.14 ¯ 2.11 0.65
df ¯ 19 19 ¯ 19 18
p-value ¯ 0.061 0.046 ¯ 0.048 0.650

aAveraged results across single- and multiple-stimulus conditions.
bResults for 53- and 52-dB nHL brief-tones~exact Blackman gated! of 500 and 2000 Hz, respectively~Oates
and Stapells, 1997b!.

cComparison of means between ASSR-ABR and ASSR-MLR.
df5degrees of freedom calculated for independent samples~Howell, 1997, pp. 192!.
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central neurons preserve the specificity of these primary af-
ferent tuning curves because they are mostly activated by
fibers coming from the same cochlear place~i.e., from the
same cochlear filter!. Other neurons are activated by con-
verging afferent fibers with a range of characteristic frequen-
cies and thus show broader tuning curves~Rhode and Green-
berg, 1992!. Our results suggest that the central neurons
generating ASSRs at modulation frequencies of 75–105 Hz
~believed to be within the brainstem; Mauer and Do¨ring,
1999; Herdmanet al., 2001! have a frequency specificity
broader than that of primary auditory neurons. This suggests
that these neurons integrate frequency information over a
range of cochlear filters surrounding the carrier frequency of
the stimulus.

Most studies of frequency specificity do not use multiple
simultaneous stimuli. Processes such as suppression and lat-
eral inhibition may alter the neuronal specificity of the re-
sponses when multiple stimuli occur together. The results of
the present study suggest that these processes do not signifi-
cantly affect the responses. However, this lack of effect may
be related to the one-octave separation of the carrier frequen-
cies and the moderate intensity level. At higher intensities,
significant interactions between all stimuli may occur~John
et al., 1998!. Even at moderate intensities, there may be
some attenuation of the lower-frequency responses by con-
comitant high-frequency sounds~Johnet al., 1998; Dolphin
and Mountain, 1993!. The effects may be quite complex
when multiple stimuli are presented to pathological ears.
Further research is warranted.

V. CONCLUSIONS

Multiple- and single-ASSR methods exhibit good place
specificity. Results indicate that ASSRs reflect activation of
narrow regions of the cochlea by AM tones modulated be-
tween 70–110 Hz presented at 60 dB SPL. This specificity is
as good as or slightly better than that obtained with the tran-
sient evoked potentials~ABRs/MLRs! elicited by brief tones.
Such differences are not clinically significant and do not
seem to provide the ASSR technique with the advantage of a
more frequency-specific estimate of hearing thresholds than
ABR or MLR methods. Both are equally good.

Place specificity is not altered when multiple~four!
stimuli are presented simultaneously, therefore showing that
multiple AM tones are processed similarly within the cochlea
as compared to single AM tones. Additionally, there is no
evidence for the masking of high-frequency stimuli by low-
frequency tones presented at 60 dB SPL and one-octave
apart, in normal-hearing adults. Given that place specificity
is not significantly different between multiple-and single-
stimulus conditions, it is clear that the multiple ASSR tech-
nique has a considerable advantage of using multiple stimuli
to dramatically reduce recording time.
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Contribution of spectral cues to human sound localization
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The contribution of spectral cues to human sound localization was investigated by removing cues in
1
2-, 1- or 2-octave bands in the frequency range above 4 kHz. Localization responses were given by
placing an acoustic pointer at the same apparent position as a virtual target. The pointer was
generated by filtering a 100-ms harmonic complex with equalized head-related transfer functions
~HRTFs!. Listeners controlled the pointer via a hand-held stick that rotated about a fixed point. In
the baseline condition, the target, a 200-ms noise burst, was filtered with the same HRTFs as the
pointer. In other conditions, the spectral information within a certain frequency band was removed
by replacing the directional transfer function within this band with the average transfer of this band.
Analysis of the data showed that removing cues in1

2-octave bands did not affect localization,
whereas for the 2-octave band correct localization was virtually impossible. The results obtained for
the 1-octave bands indicate that up–down cues are located mainly in the 6–12-kHz band, and
front–back cues in the 8–16-kHz band. The interindividual spread in response patterns suggests that
different listeners use different localization cues. The response patterns in the median plane can be
predicted using a model based on spectral comparison of directional transfer functions for target and
response directions. ©2002 Acoustical Society of America.@DOI: 10.1121/1.1501901#

PACS numbers: 43.66.Ba, 43.66.Pn, 43.66.Qp@LRB#

I. INTRODUCTION

Although the auditory system is not topographically or-
ganized at the sensory level, it can nevertheless resolve
sound source locations implicitly from the acoustic signals at
both ears. In order to determine the lateral angle of a sound
source, the auditory system relies on cues such as the inter-
aural differences in time and intensity~e.g., Blauert, 1997!.
In the median plane, however, these binaural cues are virtu-
ally absent and, although they may still be perceptually rel-
evant, for example for externalization of sounds, they are
probably not used for sound localization~Morimoto and No-
machi, 1982!. In fact, also with respect to locations outside
the median plane, the interaural differences are approxi-
mately constant within an entire cone of positions, the so-
called ‘‘cone of confusion’’~Woodworth, 1938!. It is now
acknowledged that the folds of the pinnae perform a
direction-dependent filtering of the incoming sound, provid-
ing additional~spectral! cues essential for localizing sources
on these cones~e.g., Blauert, 1997!. It is, however, still un-
clear what these spectral cues are.

The studies that have tried to clarify the role of spectral
cues in human sound localization can be broadly divided into
three categories. In one group of studies, an analysis was
performed of the so-called head-related transfer functions
~HRTFs!, which describe the acoustical transfer from a loud-
speaker in the free field to the eardrum. For example, Shaw
~1982! measured HRTFs in ten subjects and found that in
eight of his subjects a spectral minimum systematically
moved along the frequency axis as a function of source el-
evation. In the case of two other listeners, however, the mini-
mum varied in level but not in frequency. Han~1994!, who

measured HRTFs using a dummy head, suggested that not
the notch-minimum but the low-frequency slope of the notch
code’s elevation and additional peaks and dips serve as sec-
ondary cues. Blauert~1969/1970! and Middlebrookset al.
~1989!, on the other hand, emphasized the existence of peaks
instead of dips in the HRTFs. Given the diversity of possible
cues that can be derived from the HRTFs and given the con-
siderable intersubject variability, it is unlikely that HRTF
analysis alone will identify the spectral cues that are actually
used by the auditory system.

A second group of studies attempted to elucidate the role
of spectral cues in localization experiments by using band-
limited signals as stimuli. Blauert~1969/1970!, for example,
reported that in the case of1

3-octave bandpass noise presented
on the median plane, localization judgments were highly de-
pendent on center frequency, but not on sound source posi-
tion. Similar observations were made for off-median plane
positions~Morimoto and Aokata, 1984!. Hebrank and Wright
~1974! extended Blauert’s approach using various types of
band-limited noise; they found that increments in frontal el-
evation are signaled by an increase in the lower cutoff fre-
quency of a 1-octave notch. The results of these studies were,
however, obtained by averaging localization data across lis-
teners, i.e., while ignoring individual differences in spectral
cues. An exception is the study of Middlebrooks~1992!, who
used individual DTFs to predict localization performance for
narrow-band stimuli. In the case of all these studies, how-
ever, it is uncertain if cues derived from band-limited signals
can explain localization of broadband sounds.

In a third group of studies localization of broadband
sounds was studied while spectral cues were distorted. This
can be accomplished in a number of ways, for example, by
filling parts of the pinnae with putty~Gardner and Gardner,
1973; Musicant and Butler, 1984; Oldfield and Parker, 1984;

a!Present address: Philips Research, Prof. Holstlaan 4, 5656 AA, Eindhoven,
The Netherlands. Electronic mail: erno.langendijk@philips.com
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Hofman and van Opstal, 1998a! or by covering them with
blocks ~Gardner and Gardner, 1973!. Although it was found
that deformation of the pinnae distorted the localization per-
cept, identification of spectral cues was difficult because
these techniques do not allow precise and systematic control
of the acoustic signal arriving at the eardrum.

In the current study, an alternative approach is pre-
sented, which is based on headphone presentation of virtual
sounds~Wightman and Kistler, 1989a!. With this technique
virtual sources can be generated that cannot be discriminated
from real sources~Zahorik et al., 1995; Langendijk and
Bronkhorst, 2000!. This technique allows well-defined modi-
fications of the HRTF in any frequency band, and is therefore
expected to be more powerful than pinna deformation, which
alters the external-ear response over the entire frequency
range.

A few recent studies have already demonstrated the
power of using virtual auditory displays as a scientific tool
for investigating the role of spectral cues in human sound
localization. Wenzelet al. ~1993!, for example, showed that
the use of nonindividualized HRTFs degrades localization
performance. Asanoet al. ~1990! and Kulkarni and Colburn
~1999! found that frequency-domain smoothing of HRTFs at
high frequencies~above 2–3 kHz! does not affect localiza-
tion performance as long as the major features are preserved.
A similar conclusion can be drawn from two other studies
that showed that the spatial features of the HRTFs can be
modeled as a linear combination of five~Kistler and Wight-
man, 1992! to seven~Langendijk and Bronkhorst, 1997!
principal components. Unfortunately, principal component
analysis does not provide a meaningful interpretation of
spectral cues~except for the first component which codes the
interaural intensity difference!.

In the present study, the influence of spectral cues on
sound localization was investigated by removing possible
cues from single frequency bands varying in bandwidth and
center frequency. Localization was investigated using
sources in the median plane and the right hemisphere. Re-
sponses were given with a virtual acoustic pointer: a virtual
sound source whose position can be controlled via a hand-
held stick. Listeners gave their responses by placing the
acoustic pointer at the same apparent position as a virtual
target. It was shown in an earlier study~Langendijk and
Bronkhorst, 1997! that this method is more sensitive than
giving verbal coordinates of the perceived sound direction
~e.g., Wightman and Kistler, 1989b!. The results were ana-
lyzed in order to identify the frequency bands containing
up–down and front–back cues. A model of sound localiza-
tion was developed that used individual HRTFs to predict the
listeners’ response patterns for target sources in the median
plane.

II. METHOD

A. Listeners

Eight listeners~five male and three female! with normal
hearing~hearing loss<20 dB at octave frequencies between
250 and 8000 Hz! participated in the experiment. All the
listeners had previous experience in sound localization ex-

periments. The two authors, who were also subjects~P1 and
P8!, had extensive experience in such experiments

B. Stimulus and response

The procedures for measuring HRTFs and for generating
virtual sound sources are very similar to those described in
Bronkhorst~1995! and Langendijk and Bronkhorst~2000!.
In short, in each ear, the tip of an 80-mm-long probe tube
connected to a Sennheiser KE 4-211 microphone was placed
close to the listener’s eardrum. HRTFs were recorded for 976
loudspeaker positions roughly evenly spaced~about 5.6 de-
grees angular resolution! on a sphere with a 1.14-m radius.
Positions had elevations between256.25 and 90 degrees and
a 360-degree azimuth range. During the measurements, the
position and orientation of the listener’s head were moni-
tored using a Polhemus head tracker. Transfer functions of
Sennheiser HD 520 headphones were measured immediately
after the HRTF measurements with the probe tubes left in
place and with the headphones carefully placed over the ears.
Virtual sources were synthesized by real-time filtering the
stimulus with 512-points FIR filters at a 50-kHz sampling
rate. The filters~one for each ear and each direction! were
minimum-phase approximations of individually measured
HRTFs. Each filter was shifted in the time domain with a
delay estimated on the basis of the measured HRTF and a
reference measurement at the center position of the head~by
taking the maximum of the cross correlation of the two im-
pulse responses!. The headphone compensation~equaliza-
tion! was realized by dividing the HRTFs by the individual
~left and right! headphone transfer functions in the frequency
domain. Filtering was performed on a PC board with a
DSP32C processor and two 16-bit AD/DA channels~50 kHz/
channel!.

Target stimuli were bursts of 200-ms Gaussian noise
bandpass filtered between 200 Hz and 16 kHz with 10-ms
cosine square on- and off-set ramps. Twenty-five files with
noise bursts were stored on a hard-disc of a PC; on each
presentation a file was chosen at random, played via a DA
converter~Tucker Davis Technologies, DD1! and fed into the
DSP-board for real-time filtering. The stimuli were presented
via the Sennheiser headphones at an A-weighted level of
approximately 65 dB.

The listeners gave a response by pointing a virtual
acoustic pointer~VAP! at the position at which they had
heard the target stimulus. The pointer was a 100-ms har-
monic complex~fundamental frequency 210 Hz; 71 equal
amplitude components! generated by a virtual sound source
using equalized head-related transfer functions~HRTFs! as
described above. The listeners controlled the position of the
pointer via a hand-held stick that rotated about a fixed point.
The azimuth and elevation of the stick were coded as volt-
ages and were recorded in a PC using a board with 12-bit
A/D converters~Lab-PC, National Instruments!. The stick
was placed in front of the listener, about 30 cm above the
seat of the chair with the base~lower metal part! pointing
straight up. The stick was calibrated so that when it was
horizontal and pointing directly ahead,~azimuth, elevation!
was equal to~0 degrees, 0 degrees!. The coordinate system
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of the stick consequently coincided with that of the listener
except for a vector translation from the point of rotation of
the stick to the center of the head.

In the present study the magnitude spectra of the HRTFs
(Hi) were considered in terms of dB@20 log10(uHi u)# and
each HRTF was treated as the sum of two functions: the
average transfer function~ATF! and the directional transfer
function ~DTF!. The ATF contained nondirectional compo-
nents of the HRTFs such as the ear canal resonance and was
calculated by averaging the HRTFs across all 976 positions
for each ear of each listener. The DTFs were calculated by
subtracting the ATF from the HRTFs. Note that the definition
of DTF is slightly different from that used by Middlebrooks
~Middlebrooks and Green, 1990; Middlebrooks, 1999a!, who
took the root-mean-square~rms! of the HRTFs to calculate
the average transfer function.

In the experiment spectral cues in specific frequency
bands were removed by replacing the corresponding part of
the DTF by its average value for that band. The modification
was performed separately for the left and right ears. There
are two important aspects to take into consideration regard-
ing this procedure. First, the modified frequency bands in the
experimental conditions are on a logarithmic frequency
scale, while the features in the DTF are approximately even-
spaced on a linear frequency scale. This means that more
features are captured in the high-frequency bands. The
choice of using logarithmic scaling is based on the intention
to study only perceptually relevant details. Second, when
cues are about the size of the frequency band or when the
band contains a large peak or deep dip that affects the level
of the entire band, the cues are not effectively removed. In
other words, the procedure is most effective in removing
‘‘local’’ spectral cues, such as peaks, dips, and slopes which
extend over a frequency range smaller than the modified fre-
quency band.

C. Design

There were nine experimental conditions. In the baseline
condition, no spectral cues were removed from the DTFs. In
the 2-octave condition, spectral cues were removed from the
4–16-kHz frequency band. In the three 1-octave conditions,
referred to as the low, middle, and high 1-octave conditions,
spectral cues were removed from 4–8, 5.7–11.3, and 8–16
kHz, respectively. In the low, middle-low, middle-high, and
high 1

2-octave conditions spectral cues were removed from
4–5.7, 5.7–8, 8–11.3, and 11.3–16 kHz, respectively. Figure
1 illustrates how the left-ear DTF of one of the listeners for
the direction~azimuth, elevation! is ~0 degrees,256 degrees!
changes when spectral cues are removed from the eight fre-
quency bands.

Selection of the target positions was based on their lat-
eral angle and elevation. These are defined as the angle be-
tween the vector from the center of a sphere to a position on
this sphere and the median vertical plane and the horizontal
plane, respectively. Target positions were taken near the in-
tersections of equal lateral angle contours~at 0, 30, and 60
degrees! and equal elevation contours~at 260, 230, 0, 30,
60, and 90 degrees!. This resulted in a total of 23 target
positions evenly distributed in the right hemisphere. Figure 2

shows a frontal view of the target positions on a sphere.
Because a unique description of a point on the lateral angle
contour requires both an elevation and an indication to dis-
criminate front and rear, an additional anglea was defined to
describe the position on this lateral angle contour. At frontal
positions the anglea was equal to the elevation, while at rear
positions the angle was obtained by subtracting the elevation
from 180 degrees. In the manuscript, elevation refers to both

FIG. 1. Example of the effect of the removal of spectral cues from the left
ear DTF for one listener for one direction~0°, 256°! for each condition.
From top to bottom: Baseline, 2-octave, 1-octave~low, middle, high!, and
1
2 -octave~low, middle-low, middle-high, high! conditions.

FIG. 2. Target positions viewed from the front. Frontal and rear positions
are mirror-symmetric with respect to the lateral-vertical plane. Targets were
located in the median plane (n511) and in two planes parallel to the me-
dian plane that cut the horizontal plane at 30° (n58) and 60° (n54)
azimuth, respectively. The three planes are referred to as the vertical planes
with a lateral angle of 0°, 30°, and 60°, respectively.
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frontal and rear positions, unless otherwise indicated.
The presentation order of conditions and target positions

was as follows. A block of trials started with the baseline
condition. Next, the remaining eight conditions were pre-
sented according to an 838 Latin square design. Finally, the
block was completed with a repetition of the baseline condi-
tion. Within each condition, the 23 target positions were pre-
sented in random order. Each block, consisting of 230 trials,
was repeated five times.

The experiment was carried out in a sound-proof booth.
The listeners were seated on a chair and were instructed to
keep their heads up with their eyes closed. To familiarize
them with the pointing task they were first asked to partici-
pate in several hundred trials using stimuli created with the
original ~unprocessed! HRTFs. This took about 10 to 20 min.
The experiment took less than 2 h, including 5–10-min
breaks after each block of trials. A block of trials could be
finished within 10–15 min.

III. RESULTS

The results of the study will be presented in three sec-
tions. In the first section, the raw localization data will be
presented and the type of localization errors that were made
will be described. In the second section, an analysis of vari-
ance will be applied to the elevation errors and the percent-
ages of front–back confusions~responses in a hemisphere—
front or rear—different from that of the target!, providing
information concerning the presence of up–down and front–
back cues in certain frequency bands across all the listeners.
In the third section, a model will be described that is able to
predict individual response patterns in the median plane.

A. Raw data

Illustrations of the response patterns discussed below,
localization judgments for all target positions, obtained from
two listeners~P8 and P6! in all conditions, are displayed in
Figs. 3 and 4, respectively. The panels in different columns
show data obtained for targets in vertical planes with lateral
angles of 0, 30, and 60 degrees, respectively. In different
rows they show the data obtained for the different conditions.
In each panel, localization judgments have been plotted as a
function of target angle, with the size of each disc represent-
ing the number of judgments in a 30-degree-wide interval.
Note that the target/response angle for front positions is
equal to the elevation and that for rear positions it was ob-
tained by subtracting the elevation from 180 degrees.

As expected, listeners were accurate in localizing most
targets in the baseline condition. The greatest errors~in el-
evation! were made for positions with elevations of about 60
degrees or more and for rear positions above the horizontal
plane. Percentages of front–back confusions were relatively
low and confusions occurred in general more frequently for
positions close to the lateral-vertical plane~the vertical plane
going through the ears, as opposed to the median-vertical
plane going between the ears! with elevations above the hori-
zontal plane. In the case of some listeners, confusions also
occurred for front target positions with elevations below the
horizontal plane~see the data for P8 in Fig. 3!. The results

are in agreement with those of previous studies~Wightman
and Kistler, 1989b; Makous and Middlebrooks, 1990; Carlile
et al., 1997!.

In the 2-octave condition, localization performance was
very poor in the case of all listeners except listener P8,
whose performance in judging the elevation was fair, but
who localized almost all the targets in the rear and above the
horizontal plane. The localization judgments of the other lis-
teners were restricted to one or two response regions. In the
case of listener P6, for example, this response region was in
the front around245 degrees elevation. The majority of
most listeners’ responses were in the rear, one listener~P6!
responded mainly to the front, and in the case of one listener
front–back discrimination was somewhat better than chance
performance but all responses were close to the horizontal
plane.

In the 1-octave conditions a substantial decrease in lo-
calization performance was on the whole observed for the
middle and high frequency bands and only a mild effect for
the low frequency band. Response patterns varied consider-
ably across listeners and conditions. For example, in the low
1-octave condition most judgments of listener P8 concerning
targets below the horizontal plane were in the horizontal
plane and front–back confusions were recorded only for one
position~0 degrees,256 degrees!. In the high 1-octave con-
dition, on the other hand, this listener perceived almost all
median plane targets in the rear. In the middle 1-octave con-
dition, front–back confusions were recorded for this listener
for about half of the frontal median plane targets and his
elevation percept was disturbed with respect to most target
locations. The removal of cues in the low 1-octave condition
had virtually no effect on listener P6. This was also the case
with respect to targets in the frontal median plane in the
middle 1-octave condition. With respect to targets in the rear,
however, both elevation and front-back percepts were sig-
nificantly disturbed in this condition. In the high 1-octave
condition, this listener’s elevation judgments were disturbed
both in the front and in the rear, but the scatter of his re-
sponses was not as prominent as in the middle 1-octave con-
dition. Front–back confusions were recorded for all target
locations in the rear, as in the middle 1-octave condition.

In general, none of the12-octave conditions had a great
effect on target localization, except in some specific cases.
For example, the localization responses of listener P8 in the
middle-low condition were compressed in elevation~i.e.,
closer to the horizontal plane than the targets! and in the
middle-high condition almost all targets below the frontal
horizontal plane were perceived in the rear and elevation was
somewhat compressed.

B. Analysis of variance

In order to separate the effects of condition and target
position, a repeated measures analysis of variance~ANOVA !
was performed of the elevation error and the percentage of
front–back errors. Elevation errors were calculated by taking
the absolute difference between target and response eleva-
tion, with elevation being the angle with respect to the hori-
zontal plane~i.e., irrespective of front–back location!. In the
case of front–back errors, the variable of interest was the
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number of responses in a hemisphere~front or rear! different
from that of the target divided by the total number of target
presentations. Targets in the lateral-vertical plane were ex-
cluded from the front–back analysis. Both types of errors
were averaged across the five repetitions of each pair of con-
dition and target position. The outcome of the ANOVA
showed that all main effects and interactions were significant
(p,0.01) for both types of error.

Figure 5 shows the elevation error for each condition
collapsed across target positions and listeners. A Tukey HSD
posthocanalysis showed that the 2-octave condition and the

FIG. 3. Localization judgments of listener P8 for all targets and all condi-
tions. The panels in the different columns show the data obtained for targets
in vertical planes with lateral angles of 0°, 30°, and 60°, respectively. In the
different rows, they show the data obtained in the different conditions. In
each panel, localization judgments are plotted as a function of target angle,
and the size of each disc represents the number of judgments in a 30° wide
interval. The smallest discs represent one judgment, the largest discs repre-
sent ten judgments in the baseline condition and five judgments in the other
conditions. For positions in front of the listener the target/response angle is
equal to elevation, but for positions behind the listener it was obtained by
subtracting the elevations from 180°. The vertical and horizontal lines rep-
resent the angles that separate frontal from rear positions for targets and
responses, respectively. Note that for positions in the vertical planes with a
lateral angle of 30°~60°! the target/response angles between 60°~30°! and
120°~150°! and between260° ~230°! and 240°~210°! do not exist. There-
fore, they are ‘‘collapsed’’ onto the horizontal and vertical lines. This ex-
plains the smaller size of those panels.

FIG. 4. Same as Fig. 3, but now showing the data of listener P6.
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middle and high 1-octave conditions were significantly dif-
ferent (p,0.01) from the baseline condition. All three con-
ditions were also significantly different (p,0.05) from each
other. The results obtained in the12-octave conditions were
not significantly different from those obtained in the baseline
condition (p.0.1). The mean elevation error was greatest in
the 2-octave condition; it is only somewhat smaller than the
mean error of 40 degrees that would have been obtained if
listeners had always responded in the direction~0 degrees, 0
degrees!. The fact that the elevation error is significantly
greater in the middle 1-octave condition than in the other
1-octave conditions suggests that the up–down cues were
most prominent in this frequency region.

The percentage of front–back confusions collapsed
across target positions and listeners is shown in Fig. 6. The
2-octave condition and the middle and high 1-octave condi-
tions were significantly different (p,0.01) from the baseline
condition, as was tested with a Tukey HSDposthocanalysis,
and each of them was also significantly different (p,0.05)
from the other. Differences between the1

2-octave conditions
and the baseline condition were not significant (p.0.1). As
with the elevation errors, the mean error was significantly
greater in one of the 1-octave conditions—in this case the
high 1-octave band—than in the others. This indicates that
the front–back cues were located mainly in this band.

Because the results obtained for certain target positions
in this analysis appeared to be clustered, a second repeated-
measures ANOVA was performed, in which targets were di-
vided into different groups for each type of error. For the
elevation error there were three groups: down, middle, and
up with target elevations260 and230 degrees, 0 and 30
degrees, 60 and 90 degrees, respectively. For the percentage
of front–back errors there were two groups: front and back
~as before, targets in the lateral-vertical plane were ignored
in the front–back analysis!. All main effects and interactions
were significant (p,0.01) for both types of errors, except
for the main effect of position for the front-back error.

Table I shows the results obtained for both types of er-
rors collapsed across listeners~first nine columns! and col-
lapsed across listeners and conditions~last column!. The data
in the last column indicate that it was more difficult to local-
ize targets in the up region than in the middle region. The
obtained results for the two-way interaction between condi-
tion and target region indicate that the elevation errors in the
down regions in the middle-1-octave and 2-octave conditions
were significantly greater (p,0.01) than in the correspond-
ing baseline condition. With respect to the up region this was
only the case in the 2-octave condition. The percentage of
front–back errors recorded at frontal positions increased by
factors of 3 and 5 (p,0.01) in the high-1-octave and
2-octave conditions, respectively, with respect to the corre-
sponding baseline condition. All other conditions were not
significantly different from the corresponding baseline con-
dition.

In order to investigate individual differences in front–
back and elevation errors, the listeners were treated as a ran-
dom factor in an ANOVA with condition and target region as
other main effects. The outcome of the analysis showed that
all main effects and the two-way interaction between listener
and target region were significant (p,0.01) for both types of
error. Across listeners the mean elevation errors were be-
tween 15 and 26 degrees and the mean front–back error rates
between 5% and 22%. The two-way interaction recorded for
the front–back error was caused by one listener who con-
fused rear target positions, whereas all the others confused
frontal target positions. The interaction recorded for the el-
evation errors was due to the fact that two listeners made
greater elevation errors in the up region than in the down
region, whereas the others made similar errors in these re-
gions. The two-way interaction between listener and condi-
tion was not significant for both types of error (p.0.4). This
indicates that the mean errors in the different conditions were
similar across listeners. However, as noted above, the re-
sponse patterns did show considerable variation~see, for ex-
ample, Figs. 3 and 4!.

FIG. 5. Elevation error in the baseline condition and the other conditions
collapsed across listeners and target positions. The width of a bar and the
relative position between bars in one condition represents the bandwidth and
the relative center frequency of the band in each of the conditions. The
* marks conditions significantly different (p,0.05) from the baseline con-
dition.

FIG. 6. Percentage of front–back errors in the baseline condition and the
other conditions collapsed across listeners and target positions. All the other
conventions are as in Fig. 5.
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C. Model

1. Description

A model was developed that predicts the individual re-
sponse patterns on the basis of the frequency spectrum of the
signal presented to the listener and the individually measured
directional transfer functions. The model, which is similar to
that described in a number of previous studies~Middle-
brooks, 1992; Zakarauskas and Cynader, 1993; Hofman and
Van Opstal, 1998b; Langendijket al., 2001!, assumes that
the auditory system compares the spectrum of the signal ar-
riving at the eardrums with a set of stored spectral templates
associated with particular sound source directions. The direc-
tion in which the template is most similar to the input spec-
trum will have the highest chance of being perceived.

In the model, the templates are represented by the indi-
vidually measured DTFs. The DTFs, with cues removed ac-
cording to each condition, were used as the input spectra. In
the implementation of the model, a limited number of param-
eters are introduced. The first parameter~BW! concerns the
representation of the DTFs; DTFs were averaged in1

3-,
1
6-,

1
12

-, or 1
24-octave bands.

The second parameter~DO! was inspired by a study by
Zakarauskas and Cynader~1993!, who stated that taking the
second-order derivative of the DTF with respect to frequency
would allow more accurate localization estimates; in the
present study the zeroth-, first-, or second-order derivative of
the DTFs was taken. The third parameter~CP! is related to
the implementation of the comparison process; the measure
of similarity between two DTFs was determined either by the
cross-correlation coefficient~as in Middlebrooks, 1992! or
by the standard deviation of the difference~the square root of
the variance; as in Middlebrooks, 1999b!. The outcomes ob-
tained for both measures were transformed to probabilities
between 0 and 1. In the case of the cross-correlation coeffi-
cient this was done simply by adding 1 and then dividing by
2. In the case of the standard deviation, values could range
from 0 to infinity. Somewhat arbitrarily a Gaussian function
~the normal probability density function with mean 0 and
standard deviationS, introducing a fourth parameter! was
applied to realize the transformation. This function implies

that outcomes of the comparison process between 0 andS/2
acquire a probability near 1, whereas for outcomes larger
thanS/2 the probability decreases rapidly with an increasing
S. Because model performance dropped significantly atS
values outside the range 0.5–4, optimum performance was
determined within this range. For each input spectrum the
probabilities of all the templates were first averaged across
both ears and then normalized to one. This resulted in a
probability density function~pdf! for the response distribu-
tion for each target position in each condition.

The performance of the model was investigated for all
combinations of the parameter settings. For simplicity, only
median plane positions were considered in the analysis.
Model performance was quantified using maximum likeli-
hood statistics~McCullagh and Nelder, 1989!. The likelihood
statistic~L! was calculated as follows:

L5(
i 51

N

22 loge ~pi !, ~1!

wherepi is the value of the pdf at the position of responsei
and N is the number of responses in one condition~511
targets35 repetitions). Note that for the parameter values for
which L is minimized the model is most likely to be true.
Optimum parameter settings were found for BW5 1

6 octave,
DO50, CP5standard deviation, andS52. The analysis re-
vealed that the effect of BW was relatively small. Taking the
first- or second-order derivative, however, led to a substantial
decrease in model performance. This was also the case when
the cross-correlation coefficient was taken as a similarity
measure, instead of the standard deviation. Model perfor-
mance was about the same forS51 and 2, but decreased
substantially whenS50.5 or 4 was taken.

2. Validation: Probability density functions

The first five panels of Fig. 7 show the pdfs for the
optimum parameter settings for 53 positions in the median
plane for one listener~P6! in a subset of the conditions to-
gether with the actual responses~+! to the 11 target positions.
In each panel, each column represents a single pdf for all

TABLE I. Elevation errors for sources in the down, middle and up regions~top three rows! and percentages of
front–back errors in the back and front regions~bottom two rows! in all conditions collapsed across listeners.
The last column shows the average across conditions and listeners. The various 1- and

1
2-octave conditions have

been labeled L~ow!, M~iddle!, H~igh!, M~iddle!-L~ow!, M~iddle!-H~igh!. The results printed inboldface~in first
nine columns only! are significantly different (p,0.01) from those obtained in the corresponding baseline
condition ~i.e., when results are compared within rows!. The underlined results are significantly different (p
,0.01) from those obtained in the middle region~top three! or the back region~bottom two-rows! when results
are compared within conditions~i.e., within columns!. Significant differences were tested in a Tukey HSD
posthocanalysis.

Region

Condition

Baseline 2-oct

1-oct
1
2-oct

L M H L M-L M-H H Mean

Down 14° 38° 19° 29° 21° 14° 18° 15° 14° 20°
Middle 14° 23° 14° 17° 16° 13° 14° 13° 15° 16°
Up 19° 47° 23° 29° 27° 19° 21° 23° 18° 25°

Back 2% 16% 6% 14% 11% 3% 3% 8% 3% 7%
Front 8% 52% 11% 14% 31% 9% 10% 8% 8% 17%
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possible response locations~53! for one target location. The
shading of each cell codes the probability~light/dark is high/
low probability, respectively!. Similar plots showing the re-
sults obtained for two other listeners are shown in Figs. 8
and 9.

In the baseline condition the model predicts, as ex-
pected, that the highest probability for the responses is at the
target position~i.e., on the diagonal!. It also predicts that the
response distribution is broader for target positions around
90 degrees elevation and that front–back confusions might
occur.

In the 2-octave condition the model predictions were
quite remarkable; either one or two positions were predicted
irrespective of the target position. These positions could be
very different across listeners, but, in general, they coincided
with the listeners’ response positions~except those of one
listener!.

Predictions for the low 1-octave condition were not
much different from those for the baseline condition. In the
middle and high 1-octave conditions, on the other hand, the
model predictions were quite different from those in the
baseline and they also differed from each other. In the middle
1-octave condition, the model predicted localization errors
for positions in the rear below the horizontal plane for all
listeners. For some listeners the model also predicted errors
for the low-front positions and occasionally for rear and

frontal positions above the horizontal plane. In general, the
model in these cases predicted that listeners would give a
response near the horizontal plane and that front–back con-
fusions were more likely to occur than in the baseline con-
dition, but not as likely as in the high 1-octave condition.
The model also predicted that in the case of a front–back
confusion, the elevation error would, in general, be greater
than in the case of a response in the correct hemisphere.
Figures 7–9 illustrate these general features, but also show
that some model predictions can differ substantially across
listeners for certain target positions.

In the 1
2-octave conditions the model predictions were

not much different from those in the baseline condition~and
they have therefore been omitted in the figures!.

In the case of the majority of the listeners~see Figs. 7
and 8 as typical examples! the model seems to predict local-
ization performance in all conditions quite accurately. Re-
sponses generally fell in regions with a high predicted prob-
ability, even in the 2-octave condition.

3. Validation: Likelihood statistics

In order to quantify model performance and to interpret
the results, three different types of likelihood statistics were
calculated for each listener for each condition. The first sta-
tistic is the actual likelihood, which was calculated on the

FIG. 7. Probability density function~pdf! and actual responses~+! for one listener~P6! as a function of target position. Each column represents a single pdf
for all possible response locations~53! for one target location. The shading of each cell codes the probability density~light/dark is high/low probability,
respectively!. Responses have been ‘‘jittered’’ horizontally over62° for clarity. The first five panels show the results obtained in different conditions. The
results obtained in the low, middle-low and high

1
2-octave conditions are not shown, but the response patterns and the pdfs were very similar to those in the

baseline condition. The last panel shows the likelihood statistic of the model for the actual responses in each condition~bars!, the average and the 99%
confidence interval of the expected likelihood~dots and bars, respectively! and the likelihoods for a flat response distribution and a tri-, bi- and unimodal
response distribution~horizontal lines from top to bottom, respectively!. See the text for details.
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FIG. 8. Same as Fig. 7, but now showing the data of listener P8.

FIG. 9. Same as Fig. 7, but now showing the data of listener P3.

1591J. Acoust. Soc. Am., Vol. 112, No. 4, October 2002 E. H. A. Langendijk and A. W. Bronkhorst: Contribution of spectral cues



basis of the actual responses and the pdfs generated from the
listener’s individual DTFs~as described above!. The second
statistic—the expected likelihood—was calculated using the
same individual pdfs, but instead of taking the actual re-
sponses, responses~five for each target! were drawn ran-
domly according to the pdf for the target concerned. The
procedure was repeated a hundred times and the average and
99% confidence intervals of the expected likelihood were
calculated. The third statistic is the likelihood corresponding
to responses drawn from either a single Gaussian distribution
or a sum of two or three Gaussian distributions~bi- and
trimodal distributions!.

The single Gaussian distribution had a mean at the target
position and a sigma of 17 degrees~which is the average
standard deviation of the elevation error in the baseline con-
dition across listeners and target positions, with front–back
confusions removed from the data!. Because likelihoods
were averaged across target positions, the Gaussian likeli-
hood was calculated only for one position~target at 0 degrees
elevation!. In the case of the bimodal distribution, a pdf was
generated from the sum of two Gaussian distributions with
means 0 and 180 degrees and sigmas of 17 degrees. In the
case of the trimodal distribution, a pdf was generated from
the sum of three Gaussian distributions with means of 0, 90,
and 180 degrees and sigmas of 17 degrees. An additional
likelihood value was calculated using a uniform chance dis-
tribution @L52110 log(1/53)5437#, in order to estimate
the upper limit of the likelihood for chance performance.
Note that all likelihoods described here are independent of
condition.

The likelihoods of the various Gaussian distributions can
be interpreted as follows. In the case of a listener who is not
making front–back confusions, the actual likelihood statistic
is expected to be close to the unimodal likelihood. In the
case of a listener who makes front–back confusions for
about half of the responses, the likelihood is expected to be
close to the bimodal likelihood. Of course, the likelihoods of
the various Gaussian distributions give only one interpreta-
tion of the likelihood values, focused on uni-, bi-, and trimo-
dality. A similar increase in likelihood can be obtained by
increasing the sigmas of the distributions. Therefore, the val-
ues of the likelihoods of the Gaussian distributions should
not be seen as exact values.

Before the results of the likelihood statistics can be ana-
lyzed three important aspects must be taken into consider-
ation: ~1! If two models are tested with the same localization
data, then the model with the lower likelihood statistic is the

better model.~2! The likelihood of the model for the actual
data should fall within the 99% confidence interval of the
expected likelihood.~3! Better localization performance cor-
responds, in general, to lower values of the likelihood statis-
tic.

The results of the likelihood statistics are shown in the
sixth panel of Figs. 7–9, for listeners P6, P8, and P3, respec-
tively, and in Fig. 10 for the other listeners. The bars show
the likelihood of the model for the actual responses obtained
in the five selected conditions. The dots and error bars rep-
resent the average and confidence intervals of the expected
likelihood, respectively. The horizontal lines show the likeli-
hood of the Gaussian distributions for the uni-, bi-, and tri-
modal distributions and for the flat distribution, respectively.

The results of the likelihood analysis show that in the
case of four listeners~P5–P8! the likelihoods of the actual
responses fall within the 99% confidence interval of the ex-
pected likelihood for all conditions~except the 2-octave con-
dition in the case of listener P5!. These data provide direct
quantitative support of what was already observed in visual
inspection of the pdfs and the actual responses in Figs. 7 and
8: namely, that the model does seem to predict the actual
response locations. In the case of two listeners~P1 and P2!,
the likelihoods are within or just outside the 99% confidence
regions. In the case of listener P1, the responses in the base-
line and low 1-octave conditions were more accurate than
those predicted by the model, which could have been due to
this listener’s extensive experience in localization experi-
ments.

In the case of the remaining two listeners~P3 and P4!
the model predictions and the data did not agree. The results
obtained for one of these listeners, P3, are shown in Fig. 9.
Note that performance was already relatively poor in the
baseline condition and that there were frequent responses in
regions with low predicted probabilities in all conditions.
However, when only target positions which could be cor-
rectly localized in the baseline condition~for example, the
frontal target positions below 60 degrees! are considered, the
responses and predictions agreed well in the other condi-
tions, too. Similar results were obtained for the other listener
~P4! with deviating response likelihoods. The fact that pdfs
obtained for these listeners in the baseline condition are not
much different from those obtained for the other listeners
with better localization performance~compare, for example,
the pdfs in the baseline condition in Figs. 7–9! suggests that
their DTFs contained sufficient spectral cues, but that they
were not able to access and/or use this information.

FIG. 10. Likelihood plots of listeners P1, P2, P4, P5, and P7, respectively.
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The likelihoods for the baseline condition obtained for
listeners whose data agreed with the model predictions are,
in general, between the unimodal and bimodal reference like-
lihoods. This is in accordance with the observation that the
model predicts that most responses should fall near the target
location, but that some will occur near the~front–back! con-
fused target location. Note that a higher likelihood value may
be due to bimodality or to an increase in the scatter of the
responses around the target location; in both cases the num-
ber of likely response locations increases. Visual inspection
of the pdfs suggests that bimodality occurred mainly for the
lower elevations~below 30 degrees! and increase in response
scatter for the higher elevations~above 60 degrees!. The like-
lihoods for the 1-octave conditions were all above those for
the baseline condition and in general near the bimodal refer-
ence~low 1-octave condition! or between the bimodal and
trimodal reference~middle and high 1-octave conditions!.
Likelihood values were highest for the 2-octave condition, in
general near and above the trimodal reference. The likeli-
hood values for the1

2-octave conditions were close to those
for the baseline condition.

IV. DISCUSSION

The results of the present experiment show that the spec-
tral cues in the 4–16-kHz frequency band are essential for
correctly localizing broadband sounds. The results of the
1-octave conditions suggest that the most important up–
down cues are present in the middle 1-octave band~5.7–11.3
kHz! and that front–back cues are coded mainly in the high
1-octave band~8–16 kHz!. Differences in individual re-
sponse patterns suggest that within these bands listeners used
different localization cues. The model presented in this ar-
ticle can predict, with some limitations, the individual re-
sponse patterns in the median plane.

Because of the experimental design, localization cues
were disturbed within a specific localization band, while cues
that act over a larger frequency resolution~i.e., wider band-
width! than the affected band remained intact. For example,
if the auditory system has a slope detector that uses the am-
plitude difference between two adjacent1

2-octave bands as a
localization cue, then this cue would be substantially dis-
turbed in the 1-octave condition, but much less or not at all
in the 1

2-octave condition. A reduction in localization perfor-
mance in a certain condition implies that there is a cue in that

disturbed band. The absence of any reduction in localization
performance suggests that there is no cue in the disturbed
frequency band or that localization cues outside the affected
band outweigh the disrupted information in the affected
band. In either case, there was no potent cue entirely within
the modified band.

A. Localization cues

A detailed analysis of the individual DTFs revealed that
for frontal and rear positions with the same elevation the
DTFs are quite similar in the middle 1-octave band, but very
distinct in the high 1-octave band. The major difference is a
prominent peak in the high 1-octave band for positions in the
front that is very small or absent in the rear. The most prob-
able elevation cue, located in the middle 1-octave band, is a
spectral notch with a center frequency that increases as a
function of elevation. Another cue for high elevations could
be the existence of a large peak in the middle 1-octave band.
These general observations can be verified, for example, in
the left and right panels of Fig. 11 showing the left-ear DTF
amplitude~coded in gray! as a function of frequency and the
median-plane angle~a! in the case of subjects P6 and P3,
respectively.

Apart from these general features, some individual dif-
ferences can also be observed. For example, in the regions
with low amplitudes~dark gray!, the left ear DTF of listener
P6 ~left panel Fig. 11! has three small notches in the fre-
quency range from 4 to 11 kHz for260 degrees~frontal!
elevation which merge to a single large notch for 0 degrees
elevation with increasing elevation. When elevation in-
creases further to 90 degrees, the center frequency of this
notch increases from 8 to 15 kHz. For rear positions there are
two notches with center frequencies at 6 and 11 kHz that
both increase about 1 octave in frequency per 120 degree
elevation increase. There seems to have been similar cues for
listener P3~right panel Fig. 11!, with the following excep-
tions: ~1! for frontal positions below the horizontal plane
there were two rather than three notches,~2! some of the
center frequencies of the notches occurred at different fre-
quencies, and~3! the widths of the notches seemed to be
narrower.

Although the elevation notch seems to be a prominent
and unambiguous cue that has also been identified as such in
previous studies~Shaw, 1974; Hebrank and Wright, 1974;

FIG. 11. Left-ear DTFs of two listen-
ers~P6 and P3! plotted as a function of
the angle in the median plane. Note
that for positions in front of the lis-
tener the angle is equal to the eleva-
tion, but for positions behind the lis-
tener it was obtained by subtracting
the elevations from 180°. Gray shad-
ing codes the amplitude~dB! of the
DTF according to the bar on the right.
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Han, 1994; Watkins, 1978!, the results from the1
2-octave

condition do not support that such a narrow notch would be
a localization cue. Because the notch is, in general, smaller
than 1

2 an octave, it must have been distorted quite heavily,
but localization was not affected in the12-octave conditions.
As stated previously, this could have been a result of the fact
that cues at other frequencies than the distorted band could
have been used. Another explanation that would be in line
with a study from Rakerd and Hartman~1999! is that local-
ization in the median plane is mediated by broadly tuned
features of the spectrum. After all, a distortion of such a
notch in the1

2-octave condition results in a broad local mini-
mum of the DTF at the center frequency of the notch.

For the same reason, it is unlikely that slope detectors
~for slopes within1

2 an octave!, such as suggested by some
authors~Hebrank and Wright, 1974; Han, 1994!, serve as
cues. Hebrank and Wright also suggested that the high eleva-
tions are coded by a14-octave peak between 7 and 9 kHz.
Such a cue would also have been disturbed seriously in the
middle-high 1

2-octave condition. The discrepancy might be
attributable to the fact that Hebrank and Wright used band-
limited signals introducing severe distortions of the available
cues, whereas in the present study a relatively mild distortion
of the available cues was used only at specific frequencies,
leaving the available cues at other frequencies intact.

Evidence for the predominance of front–back cues in
the high 1-octave band was also provided by Bronkhorst
~1995!, who showed that the percentage of front–back con-
fusions with respect to broadband stimuli increased substan-
tially when the low-pass cutoff frequency was reduced from
16 to 7 kHz, whereas the increase in up–down errors was
relatively small. Inspection of the individual DTFs of our
subjects~see Fig. 11 for two of them! revealed a pronounced
peak in the high 1-octave band for all frontal positions and a
smaller or no peak at all in the case of rear positions. The
potential importance of this feature for front–back discrimi-
nation was already suggested by Hebrank and Wright~1974!.

The analysis of the DTFs revealed that the most promi-
nent up–down and front–back cues could be identified in the
middle and high 1-octave bands, respectively. Yet, the local-
ization data shows that removing spectral cues in the middle
1-octave band not only disturbs up–down discrimination, but
also front–back discrimination. Similarly, removing cues in
the high 1-octave band disturbs not only front–back dis-
crimination, but also up–down discrimination. It could be
that in the analysis of the DTFs some spectral features were
overlooked, but it is more likely that because the middle and
high 1-octave bands partly overlap that the front–back errors
in the middle 1-octave condition and the up–down errors in
the high 1-octave condition were a result of distorting front–
back and up–down cues, respectively, in the overlapping fre-
quency range~i.e., 8–11.5 kHz!. In that case, we do not
agree with the conclusion from Hebrank and Wright~1974!
that the prominent dip in the middle 1-octave band could
serve as a front cue.

In some studies~Blauert, 1969/1970; Asanoet al., 1990!
the existence of low-frequency cues~below 4 kHz! has been
suggested. Although no such cues were manipulated in the
present experiment, the results obtained for the 2-octave con-

dition provide an estimate of the maximum amount of infor-
mation present in the frequency region below 4 kHz. Given
that the performance in this condition was not much above
chance, it can be tentatively concluded that low-frequency
cues have only a minor effect.

The interaction between condition and listener was not
significant with respect to either the elevation error or the
front–back error, but the response patterns sometimes varied
considerably between listeners and conditions. These results
agree with what was found in detailed investigations of the
individual DTFs in the present study, namely that the pri-
mary notch in the middle 1-octave band and the frontal peak
in the high 1-octave band existed for all listeners, but the
exact frequencies of these cues and their specific spectral
shape~width and magnitude! were different across listeners.
There were also secondary peaks and dips that were different
across listeners. These results are in agreement with those of
previous localization studies that emphasized individual dif-
ferences in localization cues~Shaw, 1982; Wenzelet al.,
1993; Middlebrooks, 1999b!.

B. Localization process

Most models presented in the literature assume that the
auditory system has some knowledge of the directional fil-
tering of the outer ear. Blauert~1969/1970!, for example,
suggested that the auditory system derives locations on the
cone of confusion from the signal energy in specific fre-
quency bands~‘‘directional bands’’!. Hebrank and Wright
~1974!, on the other hand, argued that steep slopes in the
HRTFs determine the sound location. However, to our
knowledge, these concepts have never been implemented in
a model that can be used to predict localization of broadband
sounds. Watkins~1978! presented a model in which the
sound source location is decoded in a spectral-pattern recog-
nition process, in which a best-fitting comb-filter pattern is
determined. This model could predict his own localization
data for comb-filter stimuli, and data of Hebrank and Wright
~1974! for high-, low- and bandpass filtered stimuli. The
model could not, however, distinguish between front and rear
positions.

Middlebrooks proposed that the auditory system has
knowledge of the directional filters of the pinnae themselves
and showed that such a simple model, in which the sound
direction is determined by the best-fitting directional filter,
can predict localization data of both broadband~Middle-
brooks, 1999b! and narrow-band~Middlebrooks, 1992!
stimuli for positions all around the listener. Since then a
number of other studies have proposed similar models for
predicting localization of single sound sources~Hofman and
Van Opstal, 1998b; Jankoet al., 1995; Chunget al., 2000!
and multiple sound sources~Langendijket al., 2001! on the
basis of this principle.

In the present study, a number of variations on Middle-
brook’s model were tested against the actual localization data
and a maximum likelihood procedure was used to measure
model performance. The advantage of using this procedure is
that it does not impose any constraints on the shape of the
response distribution~which may have multiple modes that
could be narrow or broad!. For example, in a previous study
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~Watkins, 1978! only a single position was predicted as the
response location~which coincided with the position for
which the pdf reaches its maximum!. The present study, on
the other hand considers the output of the model as a prob-
ability density function in which any position is a possible
candidate for a response, but some positions are more likely
to trigger a response than others. This approach has similari-
ties with that used by Middlebrooks~1992! who ranked the
predicted positions according to the outcome of the model in
order to measure model performance.

Analysis of the performance of the model revealed that
taking the first- or second-order derivative with respect to the
frequency bins of the DTF~parameter DO! led to a decrease
in performance relative to not taking a derivative. This is a
surprising outcome because Zakarauskas and Cynader
~1993! showed that, in theory, the processing of spectral cues
would in that case be more robust with respect to variations
in the stimulus spectrum. However, these authors did not test
their hypothesis against actual localization data, and our data
suggest that the auditory system does not use this more op-
timum strategy.

Two listeners in the present experiment were unable to
localize sounds correctly in the baseline condition for a sub-
set of the positions. This is not uncommon in sound localiza-
tion research ~Bronkhorst, 1995; Middlebrooks, 1999b;
Wightman and Kistler, 1989b!. Four possible explanations
can be given of which the last is the most likely.~1! Wight-
man and Kistler~Wightman and Kistler, 1989b! suggested
that the inability of one of their listeners to localize correctly
resulted from the absence of prominent binaural disparity
cues~interaural spectral differences!, however, no such evi-
dence was found in the present study and Morimoto and
Nomachi~1982! showed that the removal of binaural dispar-
ity cues hardly affects localization accuracy.~2! The HRTFs
of two listeners did not possess any localization cues. Yet, in
the present study, both the model predictions of the response
distribution and the detailed investigation of the HRTFs in-
dicate that sufficient~monaural! localization cues were avail-
able for all the listeners tested.~3! The observed differences
in performance between listeners could be that errors were
introduced by our procedure for generating virtual sounds,
which affected some listeners more than others. However,
the two listeners who performed poorly in the present experi-
ment also performed below average in free-field localization
tests carried out with the same listeners in a separate study.
~4! The most likely explanation seems to be that that these
two listeners failed to learn how to map the available cues to
the correct position. It would be interesting to investigate
whether poor localizers can be trained to become good local-
izers or whether there is a serious deficit in their auditory
systems that prevents them from ever becoming good local-
izers.

APPENDIX: MODEL EQUATIONS

The templates (X̃) and the input spectra (Ỹ) of the
model were averaged in 1/n-octave bands~parameter BW!
using

X1/n~ j !5A 1

N~ j ! (
i 5n~ j !

n~ j 11!21

X~ i !2, ~A1!

where n( j ) is the first bin in thej th 1/n-octave band and
N( j ) the number of bins in that band@N( j )5n( j 11)21
2n( j )#.

Taking the first-(X8) and second-(X9) order derivative
~DO! with respect to frequency was accomplished with

X8~ j !5X~ j 11!2X~ j !, ~A2!

X9~ j !5X8~ j 11!2X8~ j !. ~A3!

The probabilities~P! for the cross-correlation coefficient
method~XCC! were calculated using

P5
XCC11

2
, ~A4!

XCC5
C~X,Y!

AC~X,X!C~Y,Y!
, ~A5!

C~X,Y!5
1

N21 (
i 51

N

~Xi2X̄!~Yi2Ȳ!. ~A6!

In the standard deviation method~STD!, which uses a nor-
mal probability density function~f! to transform to probabili-
ties, the following equations are used:

P5 f ~STD,S,0!, ~A7!

STD5A1

N (
i 51

N

~Zi2Z̄!2, ~A8!

f ~x,s,m!5
1

sA2p
e2~1/2!~~x2m!/s!2

, ~A9!

whereS is a free parameter,Z5X2Y, andX̄, Ȳ, Z̄ are the
averages across all 1/n-octave bands ofX, Y, Z, respectively.

Finally, the probability vectorsP for each target position
were normalized to unity across the 53 possible response
positions.
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An adaptive procedure for categorical loudness scaling
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In this study, an adaptive procedure for categorical loudness scaling is introduced and evaluated.
The procedure adjusts the presentation levels to the subject’s individual auditory dynamic range
without employing any premeasurement and presents levels in randomized order. The procedure has
been named ‘‘Oldenburg—ACALOS’’~Oldenburg—Adaptive CAtegorical LOudness Scaling!. It
was evaluated using repeated measurements with ten subjects with normal hearing and ten subjects
with sensorineural hearing impairment. The results of this investigation revealed that the adaptive
procedure provides greater reliability, while being more time efficient than a reference procedure
that uses constant stimuli. ©2002 Acoustical Society of America.@DOI: 10.1121/1.1502902#

PACS numbers: 43.66.Cb, 43.66.Yw@MRL#

I. INTRODUCTION

Loudness functions are used for the diagnosis of loud-
ness recruitment in clinical audiology~e.g., Allen et al.,
1990; Hellmann and Meiselman, 1993; Kießlinget al., 1993;
Kießling, 1995; Hohmann and Kollmeier, 1995; Launer
et al., 1996! and for determining the input/output character-
istics of hearing aids with automatic gain control~e.g., Pas-
coe, 1978; Geller and Margiolis, 1984; Hellbru¨ck and Moser,
1985; Margiolis, 1985; Mooreet al., 1992; Kießlinget al.,
1996!. In this study an optimized adaptive procedure for the
assessment of loudness functions is introduced and evaluated
that uses the method of categorical loudness scaling.

The classical, number-based procedures to measure
loudness functions, such as the ‘‘ratio scale’’ procedure~e.g.,
Stevens, 1957! or the different kinds of magnitude estimation
and magnitude production~e.g., Hellman and Zwislocki,
1963; Hellmann and Meiselman, 1993!, require some train-
ing and are somewhat difficult to handle in audiology. Fur-
thermore, in audiology, one is often interested in the question
of how loud a stimulus is perceived in terms of ‘‘soft’’ and
‘‘loud’’ rather than in the ratios of loudness of different
stimuli. The categorical loudness scaling method~e.g., Pas-
coe, 1978; Heller, 1985; Allenet al., 1990; Hohmann and
Kollmeier, 1995! applies these loudness categories.

Pure-tone audiometry determines the limits of the audi-
tory dynamic range. Different listeners, however, may show
different loudness functions, even if they have similar audi-
tory dynamic ranges~e.g., Brand and Hohmann, 2001!. Cat-
egorical loudness scaling procedures determine loudness
functions at their limits but also at moderate levels, which
are more relevant for daily life situations. However, hearing-
aid fitting is mostly based on the pure-tone audiogram. The
same holds for the prescriptive rules used for hearing-aid
fitting ~McCandless and Lyregaard, 1983; Byrne and Dillon,
1986; Bergeret al., 1988; Cornelisseet al., 1995; Killion,
1996!. These rules predict the loudness growth based on the
threshold. Loudness scaling is rarely used in clinics because
the measurement time is long compared to pure-tone audi-
ometry. Furthermore, according to Elberling~1999! as well
as Wesselkampet al. ~2001!, the extra effort of categorical
loudness scaling is not worthwhile, because no additional

information for the hearing-aid fitting process is provided.
Thus, it seems unclear to what extent loudness scaling is
useful for hearing-aid fitting. This should be investigated in
further clinical studies. In any case, if loudness scaling is
used, the procedure should be as efficient and reliable as
possible. Therefore, an approach for an optimized procedure
for categorical loudness scaling is introduced and evaluated
in this study.

An efficient loudness scaling procedure has to ensure
that the number of inaudible stimuli is small, because they do
not produce any loudness ratings. Furthermore, harmful lev-
els have to be avoided. The stimuli should be evenly distrib-
uted within the limits of the individual auditory dynamic
range to reduce bias effects~Parducci and Perret, 1971;
Montgomery, 1975!. The different categorical loudness scal-
ing procedures available today~e.g., Pascoe, 1978; Heller,
1985; Allen et al., 1990; Elberling and Nielsen, 1993;
Hohmann and Kollmeier, 1995; Ricketts and Bentler, 1996;
Cox et al., 1997; Rasmussenet al., 1998; Keidseret al.,
1999! fulfill these demands either by using a premeasure-
ment phase, which roughly determines the individual audi-
tory dynamic range before the actual data collecting phase
begins, or by using iterated ascending level sequences which
stop when the uncomfortable level is reached. To our knowl-
edge, there is no procedure which omits the premeasurement
and which randomizes levels at the same time.

The use of a premeasurement phase~e.g., Heller, 1985;
Allen et al., 1990; Elberling and Nielsen, 1993; Hohmann
and Kollmeier, 1995; Ricketts and Bentler, 1996; Rasmussen
et al., 1998! has the advantage that the stimulus levels in the
data collection phase can be randomized to reduce biases.
However, we observed that the upper limit of the auditory
dynamic range was often underestimated by the premeasure-
ment phase that we used before the constant stimuli proce-
dure described below. This premeasurement phase employed
an ascending level sequence which was perceived as being
threatening by the listeners. As a consequence, no loud or
very loud stimuli occurred in the subsequent data collection
phase. In such cases, significant biases have to be expected,
because loudness ratings depend on the range of presentation

1597J. Acoust. Soc. Am. 112 (4), October 2002 0001-4966/2002/112(4)/1597/8/$19.00 © 2002 Acoustical Society of America



levels ~e.g., Teightsoonian, 1973; Marks and Warner, 1991;
Gabriel, 1996! and many subjects systematically shift their
response criterion to cover the dynamic range of stimuli us-
ing the entire scale~Poulton, 1989!. One possibility to solve
this problem would be to use a premeasurement phase which
determines the upper limit of the auditory dynamic range
without employing sequences with ascending levels. This
could be done manually, for example. However, such an ap-
proach would result in an even greater time commitment. In
any case, a premeasurement phase is inefficient since it pro-
duces no data.

Using iterated ascending level sequences, which stop
when the rating ‘‘too loud’’ is given~e.g., Pascoe, 1978; Cox
et al., 1997; Keidseret al., 1999!, has the advantage that the
highest stimulus level is adapted to the subjects auditory dy-
namic range in each ascending iteration. This is useful if the
subject changes their criterion for too loud during the mea-
surement. On the other hand, ascending level sequences
cause significant biases of loudness function estimates and
the results deviate significantly from those of randomly se-
lected level sequences~e.g., Gabriel, 1996; Jenstadet al.,
1997!. Parducci and Perret~1971! found that randomized
levels avoid a cumulation of biases.1

The Oldenburg—ACALOS ~Adaptive CAtegorical
LOudness Scaling! procedure tries to combine the advan-
tages of randomized levels~which have so far only been
realized by procedures using a premeasurement phase! and
of the omission of the premeasurement phase~which has so
far only been realized by procedures using ascending level
sequences!. The procedure iteratively adapts the level range
to the subject’s responses. It is based on the constant stimuli
version of the Oldenburg loudness scaling procedure, which
uses a premeasurement consisting of an ascending level se-
quence~Hohmann and Kollmeier, 1995!. This prior version
is a typical representantative of categorical loudness scaling
procedures with premeasurement and subsequent data collec-
tion using randomized levels. It has been used by Hohmann
and Kollmeier~1995!, Launer~1995!, Albani et al. ~1997!,
and Brand and Hohmann~2001!. Very similar procedures
have been used by Kießlinget al. ~1993, 1997!. We use the
constant stimuli procedure as a reference procedure in this
study.

Most adaptive procedures in psychoacoustics converge
to a certain given target values in the response domain to
achieve maximum accuracy of threshold estimates~e.g., Tay-
lor and Creelman, 1967; Levitt, 1971; Campbell, 1974!.
Such procedures were also used in loudness comparison
methods, usually in randomly interleaved sequences of trials
~e.g., Jesteadt, 1980; Buuset al., 1999!. A somewhat differ-
ent approach was used in the ScalAdapt procedure~Kießling
et al., 1996! which aims to set hearing-aid parameters by
converging to a fixed target loudness only, without estimat-
ing the loudness function completely. For diagnostical pur-
poses, we did not follow this approach in this study. Con-
verging to specific targets might cause significant response
biases due to range and context effects~e.g., Poulton, 1989!.

The rationale of this study was to evaluate to what ex-
tent the adaptive procedure fulfills the following demands:

~1! The stimulus spacing should be equal in the subject’s
loudness domain~Parducci and Perret, 1971; Poulton,
1989!.

~2! The whole individual auditory dynamic range should be
employed in order to reduce range equalizing biases.

~3! The number of presentation levels outside the auditory
dynamic range should be reduced in order to yield more
efficiency.

~4! The order of stimulus levels should be randomized.

The hypothesis which we wanted to test in this study
was whether the adaptive procedure is able to generate the
desired level distribution and to yield an efficient estimate of
the loudness function, and whether its results deviate from
the results obtained with the constant stimuli procedure. This
was tested with repeated measurements with ten normal-
hearing subjects and ten subjects with hearing impairment.

II. METHOD

A. Subjects and measurement program

Ten normal-hearing subjects~5 male, 5 female; aged
24–57 years; median 28 years! and ten subjects with hearing
impairment~6 male, 4 female; aged 22–76 years; median 58
years! participated in the experiment. The hearing threshold
of the normal-hearing subjects was lower than 15 dB HL at
the standard audiometric frequencies from 125 Hz to 8 kHz.
At 1 kHz the thresholds were in the range of215 to 10 dB
HL. The hearing thresholds were measured manually using a
KIND DA 930 audiometer with Telephonics TDH 39P head-
phones. Each hearing threshold level was measured using at
least two reversals of the presentation level. The step size
was 5 dB. Three of the normal-hearing subjects were mem-
bers of the research group. The other subjects had no prior
experience in psychoacoustical experiments and were paid
on an hourly basis. The subjects with hearing impairment
showed sensorineural hearing losses of different degrees.
Their hearing thresholds ranged from 15 to 85 dB HL at 500
Hz and from 15 to 95 dB HL at 4 kHz. At 1 kHz the range
was 20 to 85 dB HL. They had never performed loudness
scaling prior to the experiment. Ten runs of both the constant
stimuli and the adaptive procedures were completed by each
subject. Five repetitions with the same ear and procedure
were performed in a block. Then, ear and/or procedure was
changed. The sequence of blocks was randomized between
subjects.

B. Response scale

Both constant stimuli and adaptive procedures used the
response scale shown in Fig. 1. It consisted of 11 response
alternatives. Five categories were titled ‘‘sehr leise’’~‘‘very
soft’’ !, ‘‘leise’’ ~‘‘soft’’ !, ‘‘mittel’’ ~‘‘medium’’ !, ‘‘laut’’
~‘‘loud’’ !, and ‘‘sehr laut’’ ~‘‘very loud’’ ! and corresponded
to 5, 15, 25, 35, and 45 cu~categorical units! as shown on the
left side of Fig. 1. These categories had been chosen as they
are common language expressions related to loudness. The
category ‘‘medium’’ was chosen because it is not related to
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another perceptual dimension like, for example, ‘‘comfort-
able.’’ Four unnamed response alternatives were used to in-
crease the total number of response alternatives. They were
indicated with horizontal bars and corresponded to 10, 20,
30, and 40 cu. The limiting categories are titled ‘‘unho¨rbar’’
~‘‘inaudible’’ ! and ‘‘ZU LAUT’’ ~‘‘TOO LOUD’’ ! corre-
sponding to 0 and 50 cu. The total number of 11 response
alternatives is a compromise between precision and usability
in clinical diagnostics~Brand, 2000!. The level assigned to a
given loudness categoryx is termed the ‘‘categorical loud-
ness level’’Lx . L25, for example, is the level corresponding
to medium. Prior to testing, each listener was instructed ver-
bally by the experimenter~see Appendix B!. During the in-
structions, the response box was demonstrated and any ques-
tions were answered.

C. Constant stimuli procedure

The constant stimuli version of the Oldenburg loudness
scaling procedure~Hohmann and Kollmeier, 1995! included
two parts. First, the auditory dynamic range of the listener
was estimated. In the second part, the loudness function was
assessed in the predetermined auditory dynamic range.

The first part used an ascending stimulus level sequence
beginning at 0 dB HL with a step size of 5 dB. The listener’s
task was to press the response button as soon as the stimulus
was audible. Then, the level was further increased in 15-dB
steps up to 85 dB HL and in 5-dB steps beyond 85 dB HL.
The listener was then asked to press another response button
as soon as the stimulus was perceived as too loud. In order to
avoid harmful sounds, the sequence stopped at 115 dB HL if
the listener had not pressed the response button by then.

In the second part of the procedure, two stimuli were
presented at seven levels distributed equidistantly on a dB
scale within the predetermined auditory dynamic range. The
listener rated the loudness using the scale described above.
The stimuli were presented in a pseudorandom order such
that the maximum difference between successive levels was
smaller than half of the dynamic range of the sequence. In
this way, context effects, due to the tendency of many sub-
jects to rate the current stimulus relatively to the previous
stimulus, should be reduced. The pseudorandom sequences
were constrained to have an increasing tendency.

D. Adaptive procedure

The adaptive procedure also consisted of two phases,
which was not obvious to the subject, because he/she rated
the loudness in both phases. The auditory dynamic range of
the subject was roughly estimated in the first phase. More
data were collected in the second phase. In this phase, the
dynamic range, in which the stimuli were presented, was
re-estimated twice.

The first phase started with a stimulus at 80 dB HL.
When this was inaudible or too loud, the level was changed
in 15-dB steps until a response between inaudible and too
loud was given. Thereafter, two interleaved sequences of
stimuli began. During the first sequence, the level was in-
creased in 10-dB steps until 90 dB HL, then in 5-dB steps,
until the response too loud was given or the maximum level
of 115 dB HL was reached. The limitation of the highest
presentation level was necessary to prevent the listener from
experiencing harmful sounds. In the second sequence, the
stimulus level was decreased in 15-dB steps, until it was
inaudible. Then it was increased in 5-dB steps until it was
audible again. The descending sequence ended when 0 dB
HL was reached to be consistent with the constant stimuli
procedure, which was also limited to the same minimal pre-
sentation level.

In the second phase it was assumed that the final levels
of the two interleaved sequences in the first phase corre-
sponded to the categorical loudness valuesL5 ~very soft! and
L50 ~too loud!. The four categorical loudness levelsL15,
L25, L35, andL45 were estimated by linear interpolation and
presented in randomized order. Then, a linear function was
fitted to the results of all previous trials2 ~including those of
the first phase! using a modified least-squares fit~see below!
and five levelsL5 , L15, L25, L35, andL45 were estimated
and presented in random order. This process of ‘‘estimating
and presenting’’ can be iterated several times. Two iterations
were performed in this study. Figure 2 gives a sketch of the
adaptive procedure with two iterations.

FIG. 1. Category scale with 11 response alternatives used by the subjects to
rate the loudness. The numbers on the left side indicate the categorical units
~cu! which are used for data storage and analysis. They were not visible to
the subjects.

FIG. 2. Example of a run produced by the adaptive procedure. The re-
sponses are indicated with numbers between 0~inaudible! and 50~too loud!.
The numbers that are marked with ellipses indicate obvious outliers in the
response statistics. The abscissa indicates the trial number. The ordinate
indicates the presentation level. Those presentation levels which belong to
the same iteration of the adaptive procedure are combined by rectangles.
The upper and lower limits of the rectangles correspond to the limits of the
estimated auditory dynamic range per iteration.
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During the procedure described above, the listener was
protected against harmful loud stimuli by the constraint that
in any case, the level was limited to maximally 5 dB above
the last level which was rated as too loud before.3

It can be shown using Monte Carlo simulations that the
adaptive procedure generates an even distribution of stimulus
levels within the auditory dynamic range of the subject
~Brand, 2000!, provided that the loudness function of the
subject is linear. However, many subjects do not fulfill this
prerequisite.

E. Model function and fitting

On completion of a run using either the constant stimuli
or adaptive procedure, the following model function was fit-
ted to the data:4

F~L !5H 251mlo~L2Lcut! for L<L15,

bez~L,Lcut,L15,L35! for L15,L,L35,

251mhi~L2Lcut! for L>L35.

~1!

It consisted of two linear parts with independent slope values
mlo andmhi . The two parts intersected at the levelLcut. The
transition region between the levelsL15 ~soft! andL35 ~loud!
was smoothed, using a Bezier fit denoted with
bez(L,Lcut,L15,L35). The exact form of the Bezier smooth-
ing is given in Appendix A.5 This model function provided
the best fit to experimental data on the shape of loudness
functions from categorical scaling compared to ten other
common model loudness functions~Brand, 2000!.

The model functionF(L) was fitted to the dataRi(Li)
using a modified least-squares fit, that is, by minimizing
S iD i

2. The distanceD i between model function and data was
defined as

D i5H 0 for F~Li !,0 ∧ Ri~Li !50,

0 for F~Li !.50 ∧ Ri~Li !550,

Ri~Li !2F~Li ! otherwise.

~2!

This definition ofD i takes into account that ceiling effects,
which are due to the limited response scale, decrease the
variability of loudness ratings of both inaudible and ex-
tremely loud sounds.

F. Stimulus and apparatus

A one-third-octave band of noise was used~center fre-
quency 1 kHz, duration 2 s, sampling rate 44.1 kHz, win-
dowed with 100-ms cos2 ramps!. During each trial, the noise
was presented twice with a silent interstimulus interval of 1 s
duration.

A personal computer with a coprocessor board~Ariel
DSP 32C! with 16-bit stereo AD–DA converters was used to
control the experiment including stimulus presentation and
recording of the subject’s responses. The stimulus levels
were adjusted by a computer-controlled custom-designed au-
diometer. Signals were presented monaurally to the subjects
using Sennheiser HDA 200 headphones. The headphones
were calibrated using a B&K 4153 artificial ear, a B&K 4134
microphone, and a B&K 2510 measuring amplifier. A correc-
tion factor of20.7 dB was introduced to compensate for the

frequency response at 1 kHz of the headphones on the arti-
ficial ear. The subjects were seated in a sound-insulated
booth. Their task was to rate the loudness of each stimulus
presented using an Epson EHT 10S handheld computer with
an LCD touchscreen showing the response scale.

III. RESULTS

A. Limits of auditory dynamic range

One demand on the loudness scaling procedure was that
the level range should cover the whole auditory dynamic
range of the subject. The occurrence of the ratings inaudible
and/or very soft indicates that the lower limit of the auditory
dynamic range had been reached. At least one occurrence of
such a response was found in 95% of the runs using the
constant stimuli procedure and in 100% of the runs using the
adaptive procedure.

In 29% of the runs using the constant stimuli procedure,
the premeasurement phase ended with a too-low estimate of
the UCL, that is, none of the responses very loud or too loud
occurred. This problem occurred for 20% of the measure-
ments with the subjects with normal hearing and for 37% of
the measurements with the subjects with hearing impairment.
Using the adaptive procedure, the uncomfortable level was
not reached only in those cases where it exceeded the maxi-
mum allowed level of 115 dB HL. This occurred in 9% of
the runs with normal-hearing subjects and in 10% of the runs
with subjects with hearing impairment.

B. Distribution of responses

Figure 3 shows the mean frequency distribution of the
responses per run for the normal-hearing subjects using both
procedures. The adaptive procedure needed on average 20.9
trials per run, whereas the constant stimuli procedure always
needed 14 trials per run. Since the premeasurement phase
was omitted in the adaptive procedure, both procedures took
about the same measurement time. As the minimal stimulus
level ~0 dB HL for both procedures! was audible for many of
the normal-hearing subjects, the frequency of inaudible re-
sponses is lower compared to other responses.

The mean response frequencies shown in Fig. 3 are not
evenly distributed but decrease with increasing loudness in
both procedures. This is consistent with the fact that the
loudness function of a 1-kHz narrow-band signal usually has
an increasing slope for normal-hearing subjects~see Sec.

FIG. 3. Mean frequency of the different response alternatives per run for the
normal-hearing subjects for both constant stimuli and adaptive procedure.
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III C !. Hence, the level range related to loudness values be-
low 25 cu is wider than the level range for loudness values
above 25 cu. This means that more stimuli were presented in
the lower than in the upper loudness range, since both pro-
cedures generated equally distributed stimulus levels on a dB
scale. The response frequency shows a somewhat larger rela-
tive decrease with level for the constant stimuli than for the
adaptive procedure. This is consistent with the fact that in the
constant stimuli procedure more cases occurred in which no
stimuli were presented near the uncomfortable level com-
pared to the adaptive procedure.

The frequencies of the named response alternatives~5,
15, 25, 35, and 45 cu! tend to be larger than the frequencies
of the respective neighboring unnamed response alternatives
~10, 20, 30, and 40 cu! for both procedures. A similar effect
was found by Keidseret al. ~1999!, who used a scale with 5
labeled and 18 not labeled response alternatives.

Figure 4 shows the mean response frequencies per run
for the subjects with hearing impairment. Here, the adaptive
procedure generated on average 19.5 trials per run. The re-
sponse frequencies decreased with increasing loudness at a
lower rate than for the normal-hearing subjects~Fig. 3!. This
is consistent with the more linear loudness functions found
for subjects with hearing impairment~see Sec. III C!. The
decrease was more pronounced in the constant stimuli than
in the adaptive procedure. Again, this is consistent with the
fact that in the constant stimuli procedure more cases oc-
curred in which no stimuli were presented near the uncom-
fortable level. The tendency to choose the named response
alternatives more frequently is not as obvious as for the
normal-hearing subjects.

C. Loudness function estimates

Table I shows the median values of the estimated loud-

ness function parameters for both groups of subjects and
both procedures. For each ear, the median values of the pa-
rameter estimates were calculated across all ten runs with a
given procedure. The median values from these values across
all ears~normal-hearing and hearing-impaired, respectively!
are displayed in Table I.

The adaptive procedure generated higherL25 estimates
than the constant stimuli procedure for both groups of sub-
jects. This difference was relatively large~about 7 dB! for
the subjects with hearing impairment. The adaptive proce-
dure estimated a stronger increase of slope with level~i.e.,
the ratio of mhi to mlo is larger! compared to the constant
stimuli procedure. Figure 5 shows loudness functions with
the parameters displayed in Table I.

Figure 6 shows the mean intraindividual standard devia-
tion of theLx estimate~the ‘‘categorical loudness level’’Lx

denotes the level which is related to the loudness categories
x!. The adaptive procedure yielded 20% to 50% smaller stan-
dard deviations than the constant stimuli procedure for both
groups of subjects.

IV. DISCUSSION

The Oldenburg—ACALOS procedure introduced here
differed from the original constant stimuli procedure~Hohm-
ann and Kollmeier, 1995! in two points: It used an adaptive
stimulus placement and it used a nonlinear model loudness

FIG. 4. Mean frequency of response alternatives per run for the subjects
with hearing impairment for both constant stimuli and adaptive procedure.

TABLE I. Median values of the estimated loudness function parameters for
both normal-hearing subjects~NH! and subjects with hearing impairment
~HI! obtained by both adaptive and constant stimuli procedures.

Median (L25)
@dB#

Median (mlo)
@cu/dB#

Median (mhi)
@cu/dB#

NH ~adaptive! 80.3 0.27 1.17
NH ~constant! 78.1 0.26 1.06
HI ~adaptive! 88.6 0.44 1.70
HI ~constant! 82.6 0.56 1.42

FIG. 5. Loudness functions with the median parameters displayed in Table I.
Normal-hearing subjects with adaptive procedure~solid!, normal-hearing
subjects with constant stimuli procedure~dashed!, subjects with hearing
impairment with adaptive procedure~dotted!, subjects with hearing impair-
ment with constant stimuli procedure~dash-dotted!.

FIG. 6. Intraindividual standard deviations ofLx estimates for normal-
hearing~NH! and subjects with hearing impairment~HI! with the adaptive
and the constant stimuli procedure.
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function.4 Both modifications together led to a better test–
retest reliability of the loudness function estimate. Using the
adaptive procedure, the standard deviations of the estimates
of the categorical loudness levelsLx amounted to 4–5 dB for
both groups of subjects~Fig. 6!. These values are equal to or
slightly smaller than those generated by the NAL-ACLS pro-
cedure~Keidseret al., 1999!. While the NAL-ACLS needs
60 trials, the adaptive Oldenburg loudness scaling procedure
needs about 20 trials, making the latter much more efficient.
The LGOB procedure generated within-subject standard de-
viations of 2.9 dB in normal-hearing subjects using 45 trials
plus premeasurement phase~Allen et al., 1990!. Under the
assumption that the standard deviations decrease with 1/An
with increasing number of trialsn, this would correspond to
4.3 dB using 20 trials. Hence, the efficiency of the LGOB
procedure is comparable to that of the adaptive Oldenburg
procedure. However, the LGOB procedure requires a pre-
measurement phase which is restructured in the adaptive
Oldenburg procedure to allow the data to be included in the
final estimate. This makes the adaptive Oldenburg procedure
slightly more efficient. Rasmussenet al. ~1998! used an av-
erage of 123 trials per frequency and generated intrasubject
intersession standard deviations of 4–8 dB with a maximum
at medium levels. Robinson and Gatehouse~1996! used 64
trials and generated intraindividual intersession standard de-
viations which decreased from 7 to 2.8 dB with increasing
level. However, the intersession standard deviations of Ras-
mussenet al. and Robinson and Gate-house cannot be com-
pared directly to the intrasession standard deviations of this
study, because the subjects had less possibility to refer to
their previous ratings in the case of intersession measure-
ments.

The adaptive procedure determines the level related to
each loudness category with a test–retest reliability which is
comparable to the reliability of the assessment of hearing
thresholds by clinical pure-tone audiometry. Accurate pure-
tone audiometry procedures, however, are able to yield better
reliability when the number of trials used is comparable to
the adaptive loudness scaling procedure. Jervall and Arlinger
~1986! found a test–retest standard deviation between 2 and
3 dB at 1 kHz with a manual procedure using a 2-dB step
size, which required on average five crossings of the thresh-
old. Using a 5-dB step size, they found a test–retest standard
deviation between 3 and 4.3 dB, which required on average
four threshold crossings. However, the ACALOS procedure
provides information not only on the limits of the auditory
dynamic range, but also on the shape of the loudness func-
tions. In a subsequent clinical study, it should be investigated
whether this additional information is useful for diagnostics
of hearing impairment and for hearing-aid fitting. Whereas it
can be assumed that the shape of the individual loudness
functions can provide information for differential diagnos-
tics, its use for hearing-aid fitting is questionable~Elberling,
1999!. Elberling states that the variance of the inverse slope
of the loudness function is constant across subjects, and that
categorical loudness scaling cannot provide additional infor-
mation about the required gain and compression ratio of the
hearing aid. However, this statement was derived under the
assumption that the threshold estimate has no error, which is

not realistic. It also holds only if loudness functions are as-
sumed to be linear, which is not consistent with the nonlinear
loudness functions found in categorical loudness scaling. In a
clinical study, it should therefore be investigated whether the
ACALOS procedure provides additional information that
cannot be predicted from the pure-tone audiogram using pre-
scriptive rules for hearing aid fitting~McCandless and Lyre-
gaard, 1983; Byrne and Dillon, 1986; Bergeret al., 1988;
Cornelisseet al., 1995; Killion, 1996!. We assume that valu-
able information can be provided, because we found quite
different shapes of loudness functions even for subjects who
show similar limits of their auditory dynamic range~Brand
and Hohmann, 2001!. Furthermore, it has to be taken into
account that prescriptive rules cause an additional error of
about 7 dB for the uncomfortable level~Pascoe, 1988! which
has to be added to the error of the threshold estimate,
whereas the ACALOS procedure yields a total standard de-
viation of 4–5 dB.

However, one main problem still remains with the ap-
plication of categorical loudness scaling to hearing-aid fit-
ting: the large variance of loudness functions across normal-
hearing subjects, which makes it difficult to quantify the
target loudness function~Elberling, 1999!.

The constant stimuli and the adaptive procedures dif-
fered between their loudness function estimates, although
they used the same model loudness function. The loudness
functions estimated by the adaptive procedure tended to have
larger L25 values ~see Fig. 5!. The estimates ofmhi were
increased using the adaptive procedure compared to the con-
stant stimuli procedure for the subjects with hearing impair-
ment. The differences between the procedures may be due to
context effects caused by the differences between stimulus
placements.

~1! The adaptive procedure generated a slightly smaller
stimulus spacing than the constant stimuli procedure.
The stimulus spacing affects loudness function estimates
~Parducci and Wedell, 1989; Poulton, 1989!.

~2! The adaptive procedure always began with a presenta-
tion level of 80 dB HL. The constant stimuli procedure
presented level sequences which tended to increase.
Since the initial level of the adaptive procedure tended to
be louder for subjects with normal hearing than for sub-
jects with hearing impairment, we believe that the larger
differences between procedures for the subjects with im-
paired hearing may be explained by an anchoring effect
of the first stimulus.

~3! The premeasurement phase of the constant stimuli pro-
cedure often led to a stimulus level distribution which
did not cover the whole auditory dynamic range~espe-
cially for the subjects with impaired hearing!. This
caused a bias, because subjects tend to use the whole
response scale. Usually, the adaptive procedure better
covers the whole auditory dynamic range.

The adaptive loudness scaling procedure introduced here
appears to be efficient and accurate. However, it is still ca-
pable of being improved.

~1! The minimum stimulus level should not be limited to 0
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dB HL. This would allow coverage also of the full audi-
tory dynamic range of normal-hearing subjects with
lower hearing thresholds.

~2! The number of iterations in the second part of the adap-
tive procedure can easily be extended to increase mea-
suring accuracy. While two iterations were used in this
study, three iterations might increase the usability for
clinical audiometry and hearing-aid fitting.

~3! Some normal-hearing subjects have reported that the re-
striction to 11 response alternatives forced them to re-
spond less accurately than they could, especially at soft
levels. Scales with more response alternatives, for ex-
ample the scale of the Wu¨rzburg loudness scaling proce-
dure ~Heller, 1985! with more than 50 response alterna-
tives and the scale by Keidseret al. ~1999! with 23
response alternatives, would possibly increase the mea-
suring accuracy. However, some subjects may be
puzzled by too many response alternatives.

~4! In order to yield unbiased estimates of the loudness func-
tions, Parducci and Perret~1971! as well as Poulton
~1989! recommended to distribute the stimulus levels
uniformly on the loudness scale. Unfortunately, such a
distribution is currently rarely achieved in our case, since
the procedure is optimized for a dB scale, and the rela-
tion between level and loudness is often nonlinear, that
is, the loudness function shows an increasing slope with
increasing level. A solution would be to use a nonlinear
model for the loudness function during the actual experi-
ment. This would allow equalizing the responses to a
uniform distribution in the remainder of the run. How-
ever, more trials would then be required for a stable es-
timate of the nonlinear model function. We assume that a
first valid estimate would be possible after the first block
of the second phase of the adaptive procedure.

~5! The average measurement time per trialT'12 s is very
long compared to other procedures@e.g.,T,8 s ~Allen
et al., 1990!, T,6 s ~Ricketts and Bentler, 1996!, T
'3 s ~Rasmussenet al., 1998!#. T can be reduced by
about 6 s byreducing the stimulus to a single presenta-
tion of a 1-s noise and by shortening the time interval
between response and next presentation.

V. CONCLUSIONS

The Oldenburg—ACALOS ~Adaptive CAtegorical
LOudness Scaling! procedure estimates the levels related to
each loudness category with an intraindividual standard de-
viation of 4–5 dB using a total number of about 20 trials.
The stimulus levels are presented in a pseudorandom order.
No premeasurement is necessary. The adaptive version is
more efficient than other procedures.
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APPENDIX A: BEZIER SMOOTHING

The Bezier smoothing between 15 and 35 cu is given by

bez~L,Lcut,L15,L35!5y01y1•t1y2•t2, ~A1!

with
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The inverse of Eq.~A1! is given by
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and withx0 , x1 , x2 , y0 , y1 , andy2 as defined above.
Equation ~A2! can be used to calculate, e.g., theL25

parameter@L255bez21(25, Lcut,L15,L35)#.

APPENDIX B: INSTRUCTION

In this experiment, we ask you to judge the loudness of
sounds.

Sounds will be presented to you via headphones. After
each sound presentation, a response scale will appear on the
response box. Please indicate how loud you have perceived
the sound on this scale after each presentation. You have the
response alternatives ‘‘inaudible,’’ ‘‘very soft,’’ ‘‘medium,’’
‘‘loud,’’ ‘‘very loud,’’ and ‘‘too loud.’’ You can also choose
the intermediate steps indicated by black bars.

Please indicate your response by touching the corre-
sponding field. If you have perceived the sound, e.g., as loud,
please touch the word loud. If you have perceived the sound,
e.g., between very soft and soft, please touch the bar between
very soft and soft. If the response scale appears and you have
not heard anything, please touch the field inaudible. There
are no right or wrong answers. What matters is how you
perceived the sound.

As soon as you gave your response, the response scale
will disappear and the next sound will be presented.

Do you have any questions?

1Loudness functions derived from categorical loudness scaling differ from
those derived from other methods such as magnitude estimation because
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response scale and task are totally different. This is not meant when we use
the phrase ‘‘bias.’’

2The phrase ‘‘trial’’ is used for the presentation and rating of a single stimu-
lus in contrast to ‘‘run,’’ which means all presentations of a certain stimulus
at different levels.

3It may seem inappropriate to present a stimulus with a higher level than a
stimulus which was previously rated as too loud. However, experimental
findings from the constant stimuli procedure have indicated that many sub-
jects shift their criterion for too loud upwardly during the run. Note that the
adaptive procedure demands a stimulus which is louder than a stimulus
previously rated as too loud only in those cases in which the preceding too
loud rating was inconsistent with the majority of the remaining responses.

4The original version of the constant stimuli procedure~Hohmann and Koll-
meier, 1995! used a linear model function with a variable offset for low
levels.

5Because of the smoothing in the medium range, theLcut parameter in Eq.
~1! does not represent the medium loudness levelL25 but rather the level
where the two linear parts would intersect without smoothing.L25 is always
specified in this study, because it is easier to interpret thanLcut .
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Lateralization and detection of pulse trains with alternating
interaural time delays
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The effect of onset interaural time differences~ITDs! on lateralization and detection was
investigated for broadband pulse trains 250 ms long with a binaural fundamental frequency of 250
Hz. Within each train, ITDs of successive binaural pulse pairs alternated between two of three
values~0 ms, 500ms left-leading, and 500ms right-leading! or were invariant. For the alternating
conditions, the experimental manipulation was the choice of which of two ITDs was presented first
~i.e., at stimulus onset!. Lateralization, which was estimated using a broadband noise pointer with
a listener adjustable interaural delay, was determined largely by the onset ITD. However, detection
thresholds for the signals in left-leading or diotic continuous broadband noise were not affected by
where the signals were lateralized. A quantitative analysis suggested that binaural masked thresholds
for the pulse trains were well accounted for by the level and phase of harmonic components at 500
and 750 Hz. Detection thresholds obtained for brief stimuli~two binaural pulse or noise burst pairs!
were also independent of which of two ITDs was presented first. The control of lateralization by
onset cues appears to be based on mechanisms not essential for binaural detection. ©2002
Acoustical Society of America.@DOI: 10.1121/1.1504859#

PACS numbers: 43.66.Dc, 43.66.Pn, 43.66.Qp@LRB#

I. INTRODUCTION

When a signal is presented binaurally within a continu-
ous broadband masker, the threshold of the signal is im-
proved when the interaural time delay of the signal differs
from that of the masker. This masking level difference~or
MLD ! can be as large as 15 dB for low-frequency signals.
An associated phenomenon is that the signal and masker are
lateralized in different intracranial positions. Exactly how
these two phenomena are related, i.e., whether release from
masking depends upon lateralization, or whether they arise
from common mechanisms, has been the subject of both ex-
perimental and theoretical exploration spanning several de-
cades@see Durlach and Colburn~1978! for a review of the
early work#.

As an example of research demonstrating a relation be-
tween lateralization and detection, Hafteret al. ~1969!
showed that if the interaural delay imposed on a signal is
different from that of a masker, the reduction in signal
threshold could be predicted by the extent of laterality of the
signal relative to that of a diotic masker. On the other hand,
Bernstein and Trahiotis~1997! showed that removing later-
alization as a basis for comparison of signal and nonsignal
intervals, by roving the masker’s interaural differences, had
little effect on binaural signal detectability. Also, it has been
known for a long time that, under at least some MLD con-
ditions ~e.g., diotic broadband noise, with a monaural
500-Hz signal delivered to either ear! listeners can detect the
signal at S-N ratios at least 4–6 dB lower than those required
for accurate left-versus-right lateralization~Egan and Ben-
son, 1966!.

It seems that the relation between release from masking
and lateralization is not one of absolute dependence. How-

ever, this does not mean that the two phenomena do not
share a common basis. Lateralization theories of binaural
hearing~Webster, 1951; Jeffress, 1972!, in their more recent
versions~Stern and Shear, 1996; Stern and Trahiotis, 1997!,
assume that masking level differences and lateralization are
based on different features of the same internal display of
interaural differences.

The experiments presented here are also concerned with
the relation between lateralization and binaural detection, but
deal specifically with stimuli whose perceived lateral posi-
tion is determined by interaural onset cues. Stated simply, we
wondered whether the precedence effect, which operates
strongly for lateralization, also operates for binaural detec-
tion. In a seminal paper that rekindled much of the current
interest in the precedence effect, Yost and Soderquist~1984!
replicated and extended the original findings of Wallach
et al. ~1949!. A basic summary of their results is that the ITD
of the first of two binaural pairs of pulses contributes con-
siderably more to lateralization than the ITD of the second
pair, provided that there is only a short interval of time be-
tween the two pairs. Of the greatest interest here was the
final experiment conducted by Yost and Soderquist~1984!,
which showed that the first pulse pair also contributed more
to signal detectability in the presence of a continuous diotic
masker than did the second pair. When a time delay was
imposed on the first pulse pair, but the second pulse pair was
diotic, signal detection improved relative to conditions in
which the first pair was diotic and the second was dichotic.
This effect of the order of ITDs on signal threshold suggests
that the mechanisms responsible for the precedence effect in
lateralization also affect binaural detection, supporting the
idea of a link between lateralization and detection for these
stimuli.

Like many stimuli used in studies of the precedence ef-
fect, the signals used by Yost and Soderquist~1984! werea!Electronic mail: ubalakris@wcsu.k12.vt.us
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very short, consisting of two pairs of pulses only 1 ms apart.
The purpose of the current study was to explore the potential
influence of the precedence effect on binaural detection for
longer stimuli. The present stimuli consisted of 250-ms-long
trains of binaural pulses in which consecutive pairs of pulses
alternated between two values of ITD. Essentially, these
stimuli simply repeated the two-pair sequence used by
Wallach et al. ~1949! and Yost and Soderquist~1984! over
250 ms. The lateralization of such alternating pulse trains is
strongly determined by the ITD imposed on the very first
pair of pulses~Freyman et al., 1997!. Our question was
whether the mechanisms responsible for this strong onset
dominance on lateralization of these trains would also influ-
ence binaural detection, as they seem to in the results of Yost
and Soderquist~1984! for brief stimuli. In addition to binau-
ral detection, lateralization measures were also obtained, so
that both types of data could be compared within the same
subjects. Following the experiments with the long trains, the
pulse trains were truncated to just two pairs of pulses to
evaluate the influence of the precedence effect on the detec-
tion of these shortened stimuli.

II. EXPERIMENT I: LATERALIZATION AND DETECTION
OF PULSE TRAINS

This experiment compared lateralization and masked
binaural detection of nine different pulse trains of 250-ms
duration. Six of the nine trains were composed of repeated
pairs of pulses whose ITD alternated between two values.
The other three had consistent ITDs throughout the train.

A. Method

1. Subjects

Listeners were four young adults in the age range 21–35
years with air conduction thresholds<15 dB HL ~re: ANSI,
1989! at 0.25, 0.5, 1, 2, 4, and 6 kHz. Subjects listened in a
sound-treated booth~IAC 1640!, seated in front of an Apple
II computer that they used to record their responses.

2. Stimuli

Three sets of stimuli are described: the ‘‘targets’’ or
pulse trains, the pointer stimulus used for lateralization, and
the maskers. All three were generated on a microcomputer.
The pulse trains were 250 ms long and consisted of 125
binaural pairs of digitally generated rectangular pulses. The
sampling rate was 20 kHz and pulse duration was 50ms ~one
sampling interval!, as generated by a D/A converter. Three
different ITDs were used: left or right lead of 500ms and
center~0 ms! to create a total of nine trains. Three of these
had consistent ITDs through their duration, and the other six
had ITDs alternating between two of the three values. The
interpulse interval~IPI! was 2 ms measured binaurally from
the onset of one pulse pair to the onset of the next. This IPI
was selected because it was found to elicit a strong effect of
onset ITD by Freymanet al. ~1997!.

Figure 1 shows three of the nine trains used in the ex-
periments. As shown, pulse pairs in train LR~top of Fig. 1!
alternated between left-lead~2500ms! and right-lead~1500
ms! with the initial pair leading left. Train RL~not shown!
had initial ITD leading to the right with the next ITD left
leading, and the alternation continued in this way through the
duration of the train. For train LC~middle of Fig. 1!, ITDs
alternated between2500 and 0ms ~C! with the initial time
lead to the left. In train CL~not shown! the initial pulse pair
was diotic and the next pulse pair was left leading, with the
alternation continuing in that order throughout the signal.
Two other diotic–dichotic alternating pulse trains, RC and
CR ~not shown!, were similar to LC and CL with 0ms alter-
nating with1500 ms. The bottom trace of Fig. 1 shows the
nonalternating pulse train LL for which all time leads were
2500ms. Not shown are two other nonalternating trains CC
~0 ms! and RR~1500 ms!.

As can be seen from Fig. 1, for LR and RL, monaural
IPIs alternated between 1.5 and 2.5 ms, resulting in a funda-
mental frequency of 250 Hz in each ear. Spectral analysis
revealed that these two pulse trains had energy at all har-

FIG. 1. Three of the nine binaural broadband pulse
trains of 250-ms duration. The first 10 ms of the trains
are shown. Pulse trains LR~top panel! and RL ~not
shown! had 500-ms time leads alternating left and right.
Trains LC ~middle panel! and three others not shown
~CL, RC, and CR! had alternating dichotic and diotic
pulse pairs. Signals LL~bottom panel!, RR, and CC
~not shown! had consistent interaural time cues. Inter-
pulse intervals for these last three signals were stag-
gered around 2 ms to vary between 1.8 and 2.2 ms so
that their binaural fundamental frequency matched that
of the other six trains with alternating interaural time
leads.
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monic multiples of the fundamental with the exception of 1
kHz and odd integer multiples of 1 kHz. For LC, CL, RC,
and CR the alternation of diotic and dichotic pulse pairs
resulted in a 500-Hz fundamental frequency in one ear and a
250-Hz fundamental frequency in the other.1 For these six
trains with alternating ITDs the ‘‘binaural’’ fundamental
frequency was 250 Hz. To match this frequency, the IPI
for the three trains with consistent ITDs was slightly stag-
gered around 2 ms and alternated between 1.8 and 2.2 ms
~see Fig. 1!.

The trains were presented from a two-channel 16-bit
D/A converter~TD2 QDA2!. The analog output of the D/A
converter was low-pass filtered at 8500 Hz~TTE 1390!, at-
tenuated~Charybdis!, impedance transformed, and delivered
over a matched set of earphones~TDH-39! mounted on MX-
41/AR supra-aural cushions. The output of the earphones
was measured through a 6 cm3 coupler on a sound level
meter~General Radio 1565-B! set on ‘‘C’’ weighing and fast
response mode as the stimuli were played without interrup-
tion by the host computer. The trains were presented at 50
dBC for the lateralization experiments.

The pointer stimulus was a binaurally correlated Gauss-
ian distributed white noise burst of 50-ms duration with a
5-ms rise/fall time. The listener controlled the whole wave-
form interaural delay of the stimulus. The range of available
ITDs was1800 ms ~right! to 2800 ms ~left!. The sampling
rate of 50 kHz used for generating and presenting the noise
burst allowed for adjustments of the variable ITD in 20ms
steps. The pointer was low-pass filtered at 8.5 kHz, cali-
brated, and presented as described for the targets and deliv-
ered at 42 dBC.

For the detection experiment, the probes were the same
nine pulse train targets described above. The masker was a
continuous, digitally generated white noise created by con-
structing sequences of independent Gaussian distributed
numbers. A single token of noise 7 s in duration was dupli-
cated in two channels to make interaurally correlated diotic
and dichotic binaural noise maskers. For the dichotic masker
a time lead to the left ear of 500ms was imposed. The noise
tokens were then repeated without pause, low-pass filtered at
8.5 kHz, and taped on a digital audio recorder~Sony DAT
75ES! to create continuous recordings of the diotic and di-
chotic maskers. Each masker was attenuated~TTE PA3!,
added to the probe via a passive mixer, impedance trans-
formed, and delivered to the subjects through the earphones.
The overall masker level for the set of experiments to be
described was 54 dBC.

3. Procedures

a. Lateralization. The protocol used for the lateralization
experiments was similar to that used by Freymanet al.
~1997!. Listeners adjusted the ITD of the pointer until its
intracranial image matched that of the target by rotating the
knob of a five-turn potentiometer. The voltage generated by
the potentiometer was digitized and a corresponding ITD
value was applied to the pointer by software. Lateralization
was estimated by the ITD value of the pointer chosen by the
listeners to match the target’s lateral position. While the es-
timation was indirect, it was based on the assumption of a

linear relation between extent of lateralization and ITD in the
range approximately6630 ms as suggested by Blauert
~1997, p. 144!. For purposes of computing the arithmetic
mean of the pointer ITDs across trials, the assumption of
linearity was extended to6800 ms. Within a given trial the
target and the pointer alternated, with each being presented
three times successively at a rate of two presentations per
second. The alternation continued indefinitely as the subject
rotated the knob of the potentiometer to position the pointer
at the intracranial location of the target. While the alternation
was automatic, subjects could listen to the pointer or target
alone repeatedly, or interrupt the presentation of both. No
time limit was placed on the subjects for making a match.
Subjects indicated their choice of a match by pressing a key
on the response computer. After a match was made, the next
target was presented. Within each block, the order of targets
was random. Prior to the presentation of each target, the ITD
of the pointer was randomly reassigned to eliminate any bias
with respect to the rotations of the dial of the potentiometer.
Subjects matched all nine targets in a single listening
‘‘block.’’ Generally, the entire block of nine targets was com-
pleted in about 5 to 7 min. Each subject listened to six blocks
of the nine targets to yield six matches per target. Because
one of the subjects’~S3’s! initial matches had shown a great
deal of scatter, and differed substantially from the other sub-
jects’ data for some conditions, a second complete set of
matches was obtained from her. As it turned out, the means
of the matches for all nine trains were similar between the
first and second sets of data, but the scatter was considerably
diminished in the second set. The results displayed in the
figures are for the second set of matches.

b. Detection. The subjects’ task was to detect the probe
signals in the presence of the continuous masker. A four-
interval forced-choice paradigm was used in which the signal
was presented in one randomly selected interval. The begin-
ning of each trial was marked by a warning message on a
response computer screen followed by four light bars appear-
ing on the screen successively to mark the four intervals,
each of which was 500-ms long. Subjects responded by
pressing one of four keys on a keyboard. Feedback was pro-
vided following subject responses by flashing of the light bar
corresponding to the interval in which the probe occurred.
An adaptive tracking method with a two-down, one-up step-
ping rule was used to track the 70.7% correct point on the
psychometric function~Levitt, 1971!. The initial step size
was 8 dB and halved with each successive reversal to stabi-
lize at 2 dB. For each probe, the probe level was tracked over
ten reversals and the probe threshold was computed as the
arithmetic mean of the last six reversals expressed in dB. The
nine probes were presented in a listening block, which was
completed by the subject in a single listening session with a
short break after the fifth adaptive track. Each subject com-
pleted three such listening blocks. The three thresholds thus
obtained were averaged to determine the final threshold for
each probe. Prior to the first listening session, subjects were
familiarized with the task, with a practice run consisting of
one probe. The practice probe was randomly selected across
subjects. All subjects were able to do this task without diffi-
culty and no further practice was given.
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B. Results

1. Lateralization

a. Pointer adjustments. Figure 2 displays all six matches
made by the four subjects for each of the nine targets. The
abscissa is arranged to group targets with the same onset ITD
but which differ from one another in their ongoing ITD con-
figurations. The ordinate indicates pointer ITD in microsec-
onds. Negative values are arbitrarily assigned to denote left-
leading pointer ITDs and positive values indicate right-
leading ITDs. The general dependence of lateralization on
onset ITD is evident. For example, the three left-onset targets
were lateralized to the left even though their ongoing ITDs
were different. Similarly, lateralization of the center-leading
and right-leading targets was largely controlled by the initial
ITD. While the influence of the onset ITD was robust, there
were some exceptions to the general trend as shown by sub-
ject S2’s matches to the targets RL and RC, S3’s matches to
CL, and subject S4’s matches to RC and RL. In these cases,
the onset ITD had less influence on lateralization. Although
there was often considerable variability across the six
matches for each condition, this cannot be completely attrib-
utable to the alternation of ITD. For example, S4’s matches
to LL and S2’s matches to RR show wide scatter even though
there the ITDs were invariant. Nevertheless, these two tar-
gets were always matched by subjects on the appropriate side
of midline.

Using correlation analysis, Saberi~1996! showed that
while the first ITD of a binaural pulse train with randomly

varying ITDs contributes the most to lateralization, the ITDs
of later pulses also contribute. The variations in our pointer
matches suggest that the relative influence of onset and on-
going ITDs on lateralization was not homogeneous across
subjects or conditions. We also note that there may be asym-
metry between ears for some subjects as shown in the differ-
ence in responses to left-leading versus right-leading targets
~see S4’s responses!. Freymanet al. ~1997! also showed
some asymmetry in two of their three subjects for the com-
parable condition~LR vs RL at 2 ms IPI!. Despite the vari-
ability and asymmetry, the bulk of the data from the two
studies demonstrates a powerful effect of the onset ITD
within a train of alternating binaural pulse pairs.

b. Calculation of c. Shinn-Cunninghamet al. ~1993!
quantified the degree to which onsets controlled lateraliza-
tion by computing the statisticc, which was defined as the
relative weighting of the first ITD in a brief binaural pair of
lead-lag stimuli presented over headphones. Although our
signals were much longer than the brief stimuli used in their
original analysis, we sought to quantify the relative contribu-
tion of the first ITD for our stimuli using the same metric.
The values were obtained from their Equation 2,

c5~a2t2!/~t12t2!,

wherea was the pointer ITD that matched the target’s lateral
image, andt1 andt2 were the nominal leading and trailing
ITDs, respectively. We definedt1 as the first ITD andt2 as
the second ITD in our alternating trains. The mean values of
c derived from the subjects’ pointer matches for the six al-
ternating targets were 0.82 for LC, 1.05 for LR, 0.89 for CL,
0.86 for CR, 0.75 for RC, and 0.89 for RL. Most of these are
well within the range estimated by Shinn-Cunninghamet al.
for data from several studies. Thus, the strength of the pre-
cedence effect for these long trains appears to be consistent
with that reported for brief stimuli.

A second calculation ofc was made to factor out any
listener bias in the use of the acoustic pointer. To accomplish
this, the two nominal ITD values of the alternating trains
were replaced by the subjects’ pointer ITD matches for the
nonalternating signals with the corresponding ITD. For ex-
ample, in the case of LR, instead of using2500 and 500 us
ast1 andt2 , the actual pointer matches by each subject for
LL and RR were substituted. For LC, the pointer matches for
LL and CC were used ast1 and t2 . The variablea, of
course, was the subject’s pointer match for the signal with
alternating ITD. The set of mean values ofc derived in this
fashion were 0.82 for LC, 1.04 for LR, 0.93 for CL, 0.89 for
CR, 0.68 for RC, and 0.87 for RL. These values agree quite
closely with those shown above for the computation using
the nominal values oft1 andt2 .

c. Consideration of peripheral auditory models. At-
tempts have been made recently to understand several as-
pects of the precedence effect through mostly peripheral au-
ditory analyses~e.g., Tollin and Henning, 1999; Hartung and
Trahiotis, 2001!, or through a combination of a binaural tem-
poral window and a post-onset weighting mechanism~Aker-
oyd and Bernstein, 2001!. While none of these models was
intended to explain the lateralization of the type of stimuli
used here, any of them might successfully do so if it was

FIG. 2. Pointer adjustments for each of six matches for the nine targets for
four subjects. Negative values on the ordinate indicate lateralization to the
left, and positive to the right. See text for explanation.
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assumed that lateralization was determined in the early part
of the pulse train, and was maintained throughout the am-
biguous pulse train through higher level processes. The goal
of the model, then, would be to explain lateralization at the
beginning of the train. We thought that it would be useful to
apply the type of analysis described by Hartung and Trahiotis
~2001! to our signals.

Hartung and Trahiotis ~2001! processed pairs of
precedence-type binaural transients through a bank of gam-
matone filters and the hair cell processing model of Meddis
et al. ~1990!. The filterbank consisted of 14 filters whose
center frequencies ranged from 244.7 to 1690 Hz and were
spaced by their respective equivalent-rectangular bandwidths
~ERB! ~Glasberg and Moore, 1990!. The output of each filter
was fed to the Meddiset al. ~1990! hair cell model which
rectified, low-pass filtered, and compressed the input signal.
The cross-correlation products of the outputs of the two ears
from the hair cell model were summed across frequency
channels with equal weighting assigned to each channel for
values oft in the range21500 to 1500ms incremented in
10-ms steps. The location of the peak in the cross correlation
as a function oft was used to predict precedence data for
several previous experiments that had used brief pairs of
clicks. To accommodate the longer impulse response of the
narrower~lower frequency! filters, the cross correlation was
computed over a filtered signal duration of 30 ms.

We applied the same model to our signals. The periph-
eral filtering process incorporated the inner ear hair cell
model described by Meddiset al. ~1990! using the default
parameters listed in Fig. 1 of that paper. The model was
implemented in Matlab using code made available by the
Helsinki University of Technology. The hair cell processing
was applied to the output of a bank of 14 filters whose center
frequencies were separated by their respective ERBs. The
center frequencies ranged from 244.7 to 1702.1 Hz. Cross
correlations of the outputs of the hair cell model at the two
ears were obtained for each center frequency over the same
range oft used by Hartung and Trahiotis with the difference
that t incremented in 50-ms steps because our signals were
sampled at 20 kHz. As in Hartung and Trahiotis~2001!, the
unweighted values of cross correlation for eacht were aver-
aged across the 14 center frequencies. In preliminary testing
of our signals with the inner hair cell model, it became ap-
parent that the choice of the input level~rms! had some bear-
ing on the relative height of the cross correlation peaks.
Therefore, the signals were processed at two input levels, 70
and 50 dB SPL.

Cross correlations of the outputs of the hair cell model
were computed over rectangular windows of varying dura-
tion beginning at stimulus onset. An illustrative set of func-
tions for the stimulus LR at 70 dB SPL is shown in Fig. 3 for
window durations of 5, 10, 20, 30, 50, and 100 ms and the
full signal duration~‘F’ !. The correlations are normalized to
the amplitude of the highest peak for each function. For all
the signals with alternating ITDs, the major peak of the
cross-correlation function occurred at the first ITD in the
alternating sequence~within the 50-ms resolution offered by
the sampling rate!. There was typically a second bump in the
function that corresponded to the second delay in the signal.

This peak became more defined and its relative amplitude
increased as window duration increased. Hartung and Trahi-
otis ~2001! suggested that adaptation resulting from dynamic
compression in the hair cell model explained the larger con-
tribution of the initial delay to the cross-correlation function
for two brief binaural stimulus pairs. It is interesting that
even when averaged over the full signal duration of 250 ms,
adaptation in the hair cell model is sufficient to show a mod-
est advantage for the initial interaural delay.

Understanding how such multiply peaked functions
might be interpreted by the central auditory system requires
further assumptions and modeling. At first glance, it is not
clear as to which features of the cross correlation might be
salient to judgments of laterality. One possibility is that when
multiple and unequal peaks occur, the auditory system picks
the one that is highest. Because the highest peak for each
signal corresponded to the nominal ITD of the initial delay,
this hypothesis predicts complete domination of lateraliza-
tion by the initial ITD, that is, ac of 1.0. It so happens that
the c’s computed from our data for LR were very close to
1.0. However, while the functions for the other alternating
signals ~not shown! also showed peaks at the initial ITD,
values ofc ranged well below 1.0, implying some contribu-
tion from the second ITD.

Another hypothesis that incorporates the contribution of
the second ITD is that the lateralized image is formed by
weighting the two strongest peaks according to their relative
heights. For the 5-ms function depicted in Fig. 3, the ampli-
tude of the peak at1500 ms is 44.61% of that at2500 ms.
This relative weighting oft1 andt2 occurs whenc is 0.69.
Using these same assumptions, the predictedc values are
also 0.69 for RL, LC, and RC, and slightly higher~0.74! for
CR and CL. For an input level of 50 dB SPL~the stimulus
level used in the experiment! the predicted values were 0.62
for LR and RL, 0.61 for LC and RC, and 0.68 for CL and
CR. These values are all below thec values for the data.
Thus, even with the shortest window of 5 ms, the strength of

FIG. 3. Cross-correlation functions for signal LR obtained using a 14-filter
gammatone filterbank and the hair cell processing model of Meddiset al.
~1990!. Cross correlation averaged across frequency is shown for various
rectangular window durations beginning at stimulus onset. Window dura-
tions were 5, 10, 20, 30, 50, and 100 ms, as well as the full signal duration
‘‘F.’’ Cross correlation was normalized to the highest peak for each function.
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the precedence effect is underestimated by the assumption of
proportional weighting of the major peaks. However, a com-
mon trend in both the predictions and thec values from the
data is thatc is larger when the initial ITD is more central
~i.e., CL and CR had higherc’s than LC and RC!.

The underestimation of the strength of the precedence
effect through this model might result from a number of
factors. Clearly suspect is the assumption that lateralization
results from the proportional weighting of the peaks accord-
ing to their height. Additional factors relevant to the estima-
tion of the precedence effect in this model are the~possible!
weighting assigned to the definition and sharpness of the
peaks, the role of multiple peaks~we only considered two!,
and the interactions that may take place between these di-
verse elements of the cross-correlation function. It could also
be the case that the critical elements for determining lateral-
ization shift depending on listening conditions. There is also
the issue of the temporal width and shape of the window
used to compute and analyze the cross correlation. Finally, it
is worth restating that the output of the cross-correlation
functions, the relative height of the peaks, and ultimately the
predictedc are highly dependent on the input level supplied
to the hair cell model.

2. Detection

a. Results. Figure 4 displays group mean detection
thresholds~open symbols! for the 2500 ms ~left-leading!
masker.~The filled diamonds will be discussed later.! We
chose to display the group mean data rather than individual
thresholds because detection thresholds were consistent
across subjects as indicated by the small standard errors
~0.27–0.5 dB!. The ordinate displays threshold in dB SPL
and the abscissa indicates the nine probe conditions which
are grouped the same way as for the lateralization experi-

ments, i.e., according to their onset ITD. Thresholds were
clearly dependent onboth alternating ITDs, not just the on-
set. Highest thresholds occurred for the nonalternating probe
LL, which had the same ITD as the masker. Thresholds im-
proved in an orderly manner as one or both of the ITDs in
the train were increasingly removed from that of the masker.
After LL, the next highest thresholds were for LC and CL,
followed in order by LR and RL, CC, CR and RC, and fi-
nally RR. Masking level difference~MLD !, measured as the
difference between thresholds for LL and the other probes,
reached a maximum of 11.45 dB for probe RR, which had a
simple delay in opposition to that of the masker. This maxi-
mum MLD is consistent with data reported by other investi-
gators for low-frequency pure tones in a broadband masker
~see Durlach and Colburn, 1978, p. 432!.

The primary question in comparing lateralization and
detection of these pulse trains was whether the ITD of the
first pulse pair, which largely determined the perceived lat-
eral position of these signals, also largely determined the
masked detection thresholds. Here the answer was unequivo-
cally no. This result, implicit in Fig. 4, is illustrated more
clearly in Fig. 5, which contrasts group mean lateralization
data with the replotted detection data from Fig. 4 for the six
targets with opposing orders of ITDs. The top panel displays
lateralization of the six targets while detection thresholds for
the same are plotted in the bottom panel. The data clearly
demonstrate that while onsets influenced perceived lateral
position, they did not influence the detection thresholds of
the signals to any meaningful degree.

Figure 6 displays group mean thresholds for the probes

FIG. 4. Group mean masked detection thresholds and6one standard error
for the same pulse trains used in the lateralization experiment. The broad-
band masker was left-leading~2500 ms!. Targets with the same onset ITD
are enclosed in brackets for ease of viewing. The filled diamonds display the
predicted thresholds obtained from the analysis shown Table II using Col-
burn and Durlach’s data~1965! and described in the text.

FIG. 5. Group mean pointer adjustments~top panel! and detection thresh-
olds ~bottom panel! replotted for the six pulse trains with alternating time
leads. Brackets enclose trains with opposing orders of ITDs.
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for the four subjects in the diotic masker.~Again, the filled
diamonds will be discussed later.! As with the lateralized
masker, there was no effect of onset ITD for thresholds.
MLDs simply increased as one or both ITDs in the probes
shifted away from that of the masker. As was to be expected,
the highest thresholds occurred for the diotic probe, CC. The
lowest thresholds occurred for the probes where neither of
the ITDs was diotic, namely, for LL, LR, RR, and RL. Maxi-
mum MLDs averaged approximately 9 dB, which was
slightly less than the 11 dB MLD seen for the lateralized
masker.

b. Quantitative analysis. As stated above, a simple con-
sideration of both ITDs of the pulse trains in relation to the
ITD of the masker predicts the correct ordering of the thresh-
olds across the probes for each masker. However, the extant
literature on MLDs does not provide aquantitativeunder-
standing of the thresholds based on this type of broadband
analysis. To develop such predictions, we made the assump-
tion that because of the short interpulse intervals and rapid
alternation in ITD, the signals could effectively be treated as
complex tones with stationary, frequency-dependent interau-
ral phase and interaural level differences. Relative thresholds
among the probes were predicted by considering the ex-
pected MLDs for each of the frequency components as well
as the signal-to-noise~S-N! ratio of the component as esti-
mated at the output of a bank of auditory filters.

To compute the S-N ratios, both signals and maskers
were passed separately through a simulation of auditory fil-
tering. This was modeled by Matlab implementation~Slaney,
1993! of a bank of 240 gammatone filters spaced equally on
an equivalent rectangular bandwidth~ERB! scale over the
range of 250 to 10,000 Hz. The dense spacing of the filters
created center frequencies~CFs! that were usually within a
few Hz of the harmonic frequencies of the probe signals
~multiples of 250 Hz!. In a few test cases, the CFs were
shifted to match the harmonic frequencies exactly, but this

did not alter the outputs of the filters significantly. S-N ratio
was determined as the difference in dB between the probe
and masker at the output of the filters. ILDs were computed
as the difference in S-N ratio between the two ears. Interau-
ral phase differences~IPDs! were derived from 8192 point
FFTs of the probes. The IPDs for the left leading masker
were computed for an interaural delay of 500ms at each
frequency.

Spectral analysis had shown that the amplitude of the
components was relatively flat across a broad frequency
range with some local variation across adjacent harmonics.
As a result of the widening of the filters with increasing CF,
which effectively admitted more noise into the filter, the S-N
ratios were best in the low frequencies, specifically 250, 500,
and 750 Hz, for all of the probes. Because these frequencies
are also associated with large MLDs~see Colburn and
Durlach, 1965!, they were considered for prediction of
thresholds.

For each masker, thresholds were predicted for eight of
the probes relative to a ninth baseline probe, which was de-
fined as the one whose interaural differences matched those
of the masker~i.e., probe LL with the left leading masker and
CC with the diotic masker!. In the baseline condition, S-N
ratio alone was assumed to determine threshold. For the
other eight conditions, S-N ratio and interaural differences in
level and phase were used to predict the threshold. For sim-
plicity, we assumed that the masked threshold for a given
probe was determined by the one spectral component with
the best or lowest predicted threshold. For all nine probes in
the left leading masker and seven of the nine probes in the
diotic masker, the 500-Hz component predicted the lowest
threshold. For the two probes LR and RL, when the masker
was diotic, the lowest threshold was predicted for the 750-Hz
component. Examination of the masked thresholds for the
250-Hz component at the masker overall level we used sug-
gested that this component would be below the threshold of
audibility. For this reason, this frequency was ignored in the
prediction of thresholds.

Table I shows S-N ratios for the two ears along with IPD
at 500 and 750 Hz for the nine probes. The relative S-N ratio
for each probe at both frequencies was normalized to that for
LL at 500 Hz. Negative values of IPD represent left lead and
positive values, right. For probes LC/CL, and RC/CR, there
was a binaural component at 500 Hz and only a monaural
component at 750 Hz. Thus, for these four probes, the only
measurable IPD was at 500 Hz. The dashed lines in Table I
denote the ear with no signal energy at 750 Hz and where no
IPD could be calculated.

Table II shows the steps through which relative thresh-
olds were predicted for each probe in relation to the baseline
probe. The top half of the table shows the predictions when
the masker was left leading, the bottom half for the diotic
masker.

For each masker, the top row displays the probe condi-
tions with the progression of ITDs from left-most to right-
most. The second row displays the IPD of the probe relative
to that of the masker. For example, at 500 Hz the IPD of
probe LL was 0 degrees relative to that of the left leading
masker, but290 degrees relative to the diotic masker.

FIG. 6. Group mean detection thresholds for the nine pulse trains in the
presence of a diotic masker. Targets with the same onset ITD are enclosed in
brackets for ease of viewing. Filled diamonds represent predicted thresholds
as in Fig. 4.

1611J. Acoust. Soc. Am., Vol. 112, No. 4, October 2002 U. Balakrishnan and R. L. Freyman: Lateralization and detection of pulse trains



The third row displays MLD data for a 500-Hz tone
from Colburn and Durlach~1965, Table I, Method 1! for
IPDs in the range 0–180 degrees. This study was selected
because it also incorporated the effect of interaural level dif-
ferences~ILDs! on MLD. We used Colburn and Durlach’s
data to predict our thresholds for both the lateralized and
diotic maskers, although their thresholds were obtained for a
diotic masker only. The two probe conditions where Colburn
and Durlach’s~1965! data were not used were for LR and RL
when the masker was diotic. The IPD and associated MLD
for these conditions are shown with asterisks in the table.
For these, IPD at 500 Hz was the same as that of the masker
~0 degrees!, whereas IPD at 750 Hz was 180 degrees. Be-
cause the S-N ratio at 750 Hz was also 1 dB better than that
at 500 Hz, the lowest predicted thresholds were obtained at
750 Hz. Because Colburn and Durlach’s data were obtained
only at 500 Hz, we decided to obtain our own MLDs for
three new normal-hearing subjects for pure tone probes at
750 Hz in the NoSo and NoSp conditions. The procedures
were similar to those used in experiment 1 with the excep-
tion that the masker was adapted with the 750-Hz probe held
constant at 41 dBC. The averaged MLDs were used to pre-
dict thresholds for LR and RL for the diotic masker condi-

tion. We also collected MLDs for a 500-Hz pure tone to
verify that our data were consistent with those reported in the
literature.

The fourth row in Table II displays adjustments to MLD
made for probes CL, LC, CR, and RC, which had ILDs of 3
dB. For these, the reductions in MLD were estimated by
interpolation from Colburn and Durlach’s~1965, Table I!
data on the effect of ILD on MLD. Specifically, the MLDs
for ILD conditions of 16 and 26 dB were averaged and
subtracted from the MLDs for the 0 dB ILD condition. The
resulting value was divided in half because our signals had
ILDs of only 3 dB. The fifth row displays S-N ratio, normal-
ized to the baseline probe for each masker~LL for masker
left, and CC for masker center!. For the case where there
were ILDs, the S-N ratio in the better ear was incorporated
into our calculations of MLD. The sixth row displays the
predicted reduction in threshold relative to the baseline con-
dition ~sum of rows 3, 4, and 5!.

The filled diamonds in Figs. 4 and 6 display the pre-
dicted thresholds obtained from the analysis shown in Table
II. Predicted probe thresholds for the left leading masker
~Fig. 4! were derived by subtracting the values in row 6 of
Table II ~top half! from the threshold for LL. Predicted
thresholds for the diotic masker~shown in Fig. 6! were de-
rived by subtracting the values in row 6~bottom half! from
the threshold for CC. As can be seen, subjects’ mean thresh-
olds agree well with the predictions. Thus, the findings sup-
port our assumptions that the pulse trains are treated by the
auditory system as tonal complexes, and that the detection of
these stimuli is based on a single harmonic component at
which the combination of S-N ratio and MLD provides the
lowest threshold. This is not to suggest that integration
across channels never occurs. Indeed, especially where the
predicted thresholds for two or more frequency components
are close, summation might be expected. For the probes in
this experiment, there was always a single component that
yielded a substantially lower prediction than the others. This
could explain why the actual obtained thresholds agreed with
the prediction based on a single frequency component.

TABLE I. S-N ratios for the two ears along with IPD at 500 and 750 Hz for
the nine probes. The relative S-N ratio for each probe at both frequencies
was normalized to that for LL at 500 Hz. Negative values of IPD represent
left lead and positive values, right. For probes LC/CL, and RC/CR, there
was a binaural component at 500 Hz; at 750 Hz there was only a monaural
component. Thus, for these probes, the only measurable IPD was at 500 Hz.
The dashed lines indicate the ear that received no signal energy at 750 Hz
and where no IPD could be calculated. See text for details.

Frequency LL LC/CL LR/RL CC RC/CR RR

500 Hz
S-N Left 0 22.46 22.46 0.12 0.55 0.01
S-N Right 0 0.55 22.46 0.12 22.46 0.01
IPD 290 245 0 0 45 90

750 Hz
S-N Left 26.39 21.23 21.23 27.37 ¯ 26.37
S-N Right 26.39 ¯ 21.23 27.37 21.23 26.37
IPD 2135 ¯ 180 0 ¯ 135

TABLE II. Predictions of thresholds for each probe in relation to the baseline probe. The top half of the table
shows the predictions when the masker was left-leading, the bottom half for the diotic masker. C&D 1965 refers
to Colburn and Durlach’s~1965! data for a 500-Hz probe. The asterisks indicate data collected at 750 Hz for our
subjects. See text for detailed explanation.

LL LC/CL LR/RL CC CR/RC RR

Masker left
IPD re: Masker~deg.! 0 45 90 90 135 180
C&D 1965 MLDs ~dB! 0 5.1 9.15 9.15 11.2 12.7
Adjust for ILD ~dB! 20.75 21.45
S-N ratio ~dB! better ear 0 0.55 22.46 0.12 0.55 0.1
Prediction~dB! 0 4.9 6.69 9.27 10.3 12.8

Masker center
IPD re: Masker~deg.! 290 245 180~750 Hz!* 0 45 90
C&D 1965 MLDs ~dB! 9.15 5.1 10.74* 0 5.1 9.15
Adjust for ILD ~dB! 20.75 20.75
S-N ratio ~dB! better ear 20.12 0.43 21.35 0 0.43 20.11
Prediction~dB! 9.03 4.78 9.39 0 4.78 9.04
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III. EXPERIMENT II: MLDs FOR BRIEF BINAURAL
PULSES AND NOISE BURSTS

The data reported thus far indicate that, whereas the lat-
eralization of pulse trains with alternating ITDs is dominated
by the first ITD, the binaural masked detection thresholds of
these stimuli are not dominated by the onset ITD. Instead,
threshold is determined by the steady-state monaural and in-
teraural characteristics of the signals in relation to those of
the masker. The disparity between the dominance of onset
ITD in lateralization and the lack of contribution of the onset
in detection is different from data reported by Yost and
Soderquist~1984! for stimuli consisting of two binaural pairs
of pulses. In the brief stimuli used by Yost and Soderquist,
the energy in the first pulse pair was half of the total energy
in the entire signal and, so, under MLD conditions, the pre-
cedence effect could operate. For the long trains used in
experiment I, the energy in the first pulse pair was negligible
relative to that in the succeeding train of 124 pulse pairs.
This could provide a reasonable explanation for the differ-
ences in the data obtained by them for brief pairs of pulses
and by us for the longer pulse trains. To determine whether
in fact duration was the critical difference between the two
studies, we truncated our signals to create comparable brief
stimuli.

A. Truncated pulse trains from experiment I

The nine pulse trains used in experiment I were trun-
cated so that only the first two pairs of pulses of each train
remained. The ITD configuration and interpulse intervals
were the same as those used for the long trains. The same
four subjects who listened to the long trains also listened to
these nine probes. The procedures associated with the experi-
ment were identical to those described in experiment I. Ini-
tially, the same two masker conditions used in experiment I
were run~masker ITD of 0 and2500ms, with masker over-
all level fixed at 56 dBC!. The first two rows of Table III
show group mean thresholds for the two maskers along with
one standard error in parentheses. Threshold variability
across subjects was negligible as can be seen by inspecting
the standard errors. For both maskers, MLDs were quite
small for these short probes. For example, for the 0-ms ITD
masker~row 2!, the maximum difference in thresholds, that
between CC and RR or LL, was about 3.3 dB. By contrast,
the range was about 9 dB for the longer probes used in ex-
periment I~Fig. 6!. For the probes with two different ITDs,
there is little evidence that the order of ITDs was important.

Again, for the diotic masker~row 2!, mean probe thresholds
for the paired probes CR versus RC and CL versus LC varied
by less than 1 dB. However, with the total MLD so com-
pressed, it might be difficult to demonstrate any marked ef-
fect of ITD order. Because it is known that MLDs become
larger at higher masker levels~e.g., Yost, 1985!, the same
experiment with the brief stimuli described above was rerun
with the diotic noise masker where the overall level was
increased by 21 dB to 77 dBC. Listeners were the same four
subjects who participated in the previous experiments. Group
mean thresholds are shown in the third row of Table III.
Again, threshold variability across subjects was small. Rela-
tive to the lower-level masker, a slight increase in maximum
MLD is evident in the threshold difference between CC and
LL or CC and RR~about 4 dB!. The range of MLDs was still
compressed and the effect of ITD order was less than 1 dB as
shown by the difference in thresholds for the probe pairs CR
versus RC, and CL versus LC.

B. Yost and Soderquist „1984… type stimuli

Using brief stimuli similar to those described in the
above section, Yost and Soderquist~1984! had shown that
the ITD of the first of two pulse pairs had a stronger effect on
masked detection thresholds than the second. Because our
data ~Table III! did not show a substantial effect of ITD
order, a second set of experiments was run with new subjects
and with stimuli and procedures more closely matching the
conditions used by Yost and Soderquist. The probes were
100-ms pulse pairs with interpulse intervals of 1 ms with
ITDs of 0 and 600ms, values that represented the maximum
ITD range used by Yost and Soderquist in their detection
experiment. Only right time leads~1600 ms! were used be-
cause none of the previous data had shown evidence of
asymmetries in detection thresholds. Four probe ITD con-
figurations were selected: CC~Yost and Soderquist’s IAT1
5IAT250 condition!, RR ~IAT15IAT25600!, RC ~IAT1
5600, IAT250!, and CR ~IAT150, IAT25600!. For
comparison, we obtained thresholds for two other probes, R
~single dichotic pulse pair with ITD of 600ms! and C~single
diotic pulse pair!. The masker was a diotic Gaussian noise.
Signals and masker were generated at a sampling rate of 20
kHz and low-pass filtered at 5 kHz~TDT PF1!.

Five new normal-hearing subjects~three college-age stu-
dents and the two authors! listened via earphones in a 2-AFC
experimental protocol with the probe level fixed and masker
level adapted to determine masked threshold. The probe lev-

TABLE III. Group mean masker level thresholds in dBC and one standard error~in parentheses! for 50 ms
two-pulse pair stimuli. Row 1: left-leading masker (ITD52500ms), OAL556 dBC. Row 2: diotic masker,
OAL556 dBC. Row 3: diotic masker, OAL 775dBC.

CC LL LC CL LR RL CR RC RR

31.50 34.67 33.42 33.53 33.33 32.61 31.81 31.45 30.36
~0.25! ~0.26! ~0.30! ~0.20! ~0.28! ~0.57! ~0.37! ~0.26! ~0.44!

34.28 31.03 33.20 34.03 31.83 31.55 33.39 32.95 30.97
~0.07! ~0.61! ~0.17! ~0.12! ~0.32! ~0.30! ~0.48! ~0.31! ~0.28!

54.31 50.39 52.81 53.64 51.83 51.06 53.61 53.03 50.00
~1.31! ~0.64! ~1.05! ~0.97! ~1.00! ~0.56! ~1.11! ~0.73! ~0.34!
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els of 37 dBC were set to yield masker presentation levels
over an adaptive track which were in the range used by Yost
and Soderquist, an overall level of about 75 dBC~38 dBC
spectrum level!. This was also the starting level for each
adaptive track. A two-down one-up stepping rule was used
with a step size of 1 dB. The total number of reversals was
12 with the masker level at signal threshold determined as
the arithmetic mean of the last nine level reversals. All of the
procedures described are identical to those used by Yost and
Soderquist~1984! with the possible exception of the starting
SPL of the adaptive track, which was unspecified in that
paper. One intentional departure from their procedures was a
modification to the adaptive tracking suggested by Trahiotis
et al. ~1990! to maximize attention to binaural cues at near
threshold levels, particularly when cues for detection might
be changing during adaptive tracking. Specifically, the
change involved presentation of two trials at each masker
level, even when the subject’s response to the first trial was a
‘‘miss.’’ This offered the subject a second opportunity to hear
the probe at the same near-threshold masker level where an
incorrect response occurred, although the second trial did not
otherwise affect the progression of the adaptive tracking and
was not counted toward the computation of the masker level
at signal threshold. Our objective in using this procedure was
to maximize listeners’ detection performance in dichotic con-
ditions, thereby helping to create the widest possible range of
thresholds.

Table IV, first row, shows the mean masker levels re-
quired to just mask each of four probes along with one stan-
dard error, entered in parentheses. Maximum group mean
difference in detection thresholds~comparison of masker
levels for CC versus RR! was marginally higher than that
seen for the 50-ms pulses used in Sec. III A~Table I!, at about
4.82 dB, but less than the approximately 6 dB reported for
two subjects by Yost and Soderquist~1984!. As with the data
shown in Table III, the effect of the order of ITDs was prac-
tically nonexistent. For probe RC masker level thresholds
were about 1 dB less than those for RR, similar to the results
obtained by Yost and Soderquist~1984!. For probe CR, on
the other hand, masker level at threshold for our subjects was
very similar to that obtained for RC. For the equivalent con-
dition, Yost and Soderquist found masker levels to be about 3
dB lower and close to the CC condition. The right-most two
cells of Table IV, first row, show mean masker levels for the
dichotic and diotic single pulse-pair probes. As can be seen
from a comparison of RR versus R and CC versus C, there
was a slight increase in the masker levels needed to mask the
two pulse-pair probes. However, MLDs for the single-pulse

probes were similar to those for the two-pulse probes, with
the group mean MLD at 5.42 dB~C minus R!. It is also
worth noting that masker levels at threshold for CR and RC
are very close to that for R alone, suggesting that the contri-
bution of the diotic ITD in the CR and RC probes was
negligible.

C. Noise burst stimuli

In this section we report data obtained for brief stimuli
designed to produce a larger range of MLDs, which might
reveal ITD order effects previously unobservable for our
pulse pairs. The stimuli were two pairs of binaural white
noise bursts. Each burst was 1 ms in duration. The same
sample of noise was used both within and between burst
pairs, and across intervals, trials, runs, and subjects.2 Pilot
data revealed that the magnitude of MLDs varied across
1-ms noise-burst tokens, presumably because of the details
of the low-frequency spectrum. The selected token produced
a relatively large MLD in the single burst pair condition, and
thereby allowed for a more robust evaluation of onset ITD
effects in two burst pair conditions of listening. The ITD
configurations and filter conditions for the noise burst probes
were the same as those used in Sec. III B. The interburst
interval ~IBI ! was 2 ms measured from the onset of the lead-
ing burst of the first burst pair to the onset of the leading
burst of the second burst pair. This meant that the IBI was
the same in each ear for the probes CC and RR with nonal-
ternating ITDs. For the probes with the alternating ITDs, CR
and RC, the IBI was 2 ms in the right ear, and 1.6 ms and
400 ms, respectively, in the left ear.

Subjects listened to the probes with the noise masker
adapted, using the same experimental protocol described in
Sec. III B, with the exception that the initial step size was 4
dB. This step size was halved to 2 dB after the first reversal,
and then again to 1 dB after the second reversal to remain at
that value for the rest of the run. This choice was made to
eliminate unnecessary trials at the beginning of the adaptive
track before approaching threshold levels.

Results for four subjects are reported in Table IV, row 2.
Maximum mean masker level difference was about 8.4 dB,
substantially higher than that obtained for the pulses~first
row of Table IV!. However, the effect of the order of ITDs
still remained negligible; that is, masker levels at probe
threshold for RC and CR were virtually the same. In the
right-most two cells of row 2, group mean masker levels for
single dichotic and diotic noise burst pairs are shown. Com-
parison of the masker levels at threshold for RC and CR with

TABLE IV. Group mean masker levels at signal threshold in dBC and one standard error~in parentheses! for
100-ms pulses~row 1! and 1-ms-long noise burst pairs~row 2!. The four columns on the left show data for
two-pulse or two-burst pair signals. Columns 5 and 6 show data for single-pulse or single-burst stimuli. The
right-leading ITD was 600ms.

Probe condition CC CR RC RR C R

100-ms pulses 73.17 76.71 77.01 77.99 71.60 77.02
~0.20! ~0.37! ~0.69! ~0.73! ~0.31! ~0.65!

1-ms frozen noise bursts 71.55 75.45 75.78 79.93 69.72 76.22
~0.20! ~0.60! ~0.44! ~0.54! ~0.67! ~1.05!
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that of R alone suggests that there was no additional contri-
bution of the diotic noise burst pair to detection and that
masker levels were driven by the dichotic burst pair alone.
As with the pulse probes, addition of an identical second
noise burst pair increased overall masker levels required for
threshold detectability~i.e., RR relative to R and CC relative
to C!.

IV. DISCUSSION

The primary question asked in this paper was whether
the onset cues that dominated lateralization would also influ-
ence binaural detection thresholds. Our findings show that
binaural masking level differences are independent of onset
cues even when those cues cause signals in quiet to be lat-
eralized to a different intracranial position from that of the
masker. Specifically, for the trains with alternating ITDs
across successive pulse pairs, the ITD that occurred first in
the alternation strongly affected lateralization but had no
measurable effect on detection.

Some investigators~for example, Buellet al., 1991!
have suggested that onset cues would be more important for
lateralization when the steady-state portion of a signal con-
tains interaural ambiguities. Perhaps our stimuli were later-
alized so strongly with the onset because of the ambiguities
contained in their steady-state structure. Following the work
of Hartmann and Rakerd~1989!, Freyman et al. ~1997!
showed that the continuous spectrum broadband transient en-
ergy in the onset, coupled to the sparse spectral density of the
steady-state portions of tonal complexes, increased the po-
tency of the onset. Even though our signals were made up of
a series of transients, the short 2-ms interpulse interval and
the rapidity of the alternation of ITDs in relation to the slug-
gishness of the binaural auditory system~Grantham and
Wightman, 1978! might have caused the binaural auditory
system to process these stimuli as complex tones with an
abrupt onset and ambiguous ongoing interaural cues. These
factors could account for the strong onset dominance seen
for our trains.

Control of lateralization by onset cues may result at least
partially from peripheral auditory processes. Hartung and
Trahiotis ~2001! demonstrated that adaptation in a model of
hair cell processing, in combination with a cross correlation
analysis, was sufficient to explain several characteristics of
the precedence effect for pairs of binaural transients. As
shown in Fig. 3 of the current paper, the same model showed
diminishing dominance of the cross-correlation peak corre-
sponding to the first of two alternating ITDs as increasingly
longer segments were included in the analysis. However, the
output of the model still produces an approximately 14%
higher cross-correlation peak corresponding to the initial
ITD than second ITD even when it is applied to the entire
stimulus duration. How the central auditory system might
deal with multiple cross-correlation peaks of unequal height
or what might be the appropriate analysis time window have
not yet been fully considered in our treatment of the model.

It seems clear that the mechanisms that mediate lateral-
ization and detection are different, at least when the lateral-
ization is controlled by interaural cues at stimulus onset. Lat-
eralization appears to be largely dependent on increased

weighting of early arriving binaural information within a sig-
nal, whereas detection thresholds are determined by the in-
formation available over the duration of the entire signal.
Specifically, differences in thresholds among our complex
stimuli were highly predictable by considering the S-N ratios
and interaural differences of individual frequency compo-
nents in the complex, and relating these to MLDs for sinu-
soids available in the literature. Thus, the internal binaural
representation on which masked binaural detection is based
is apparently not influenced by interaural onset delays.

Yost and Soderquist~1984! obtained a different result
from the lateralization versus detection comparison for brief
stimuli consisting of only two pulse pairs. In that case, both
detection and lateralization were influenced strongly by the
ITD of the pulse pair that was presented first. These results
agree nicely with conceptualizations of the precedence effect
that propose a brief period of post-onset insensitivity to di-
rectional information, possibly ascribable to inhibitory
mechanisms~Zurek, 1980, 1987; Lindemann, 1986!. If post-
onset inhibition weakens binaural cues and their contribution
to lateralization, it makes sense that they would also be un-
available for detection. However, the results of experiment II
in the current study showed little or no effect of the order of
ITDs for brief stimuli. This was true for truncated versions of
our own pulse trains, for stimuli and conditions designed to
closely replicate a subset of Yost and Soderquist’s~1984!
conditions, and for stimuli consisting of two binaural noise
burst pairs.

The primary difference in the data of the two studies is
that, in the presence of diotic noise, our subjects had better
relative thresholds when a diotic stimulus pair preceded a
dichotic pair than Yost and Soderquist’s~1984! listeners did
~our CR condition versus their IAT150, IAT25600 ms!.
They had shown little release from masking in that condi-
tion, whereas our subjects performed essentially as if the
diotic pair was not present. That is, the diotic–dichotic and
the dichotic–diotic thresholds were not only virtually identi-
cal to one another, but also highly similar to the thresholds
for the dichotic stimuli when presented alone. This is a logi-
cal result if one considers the thresholds of the individual
pulse pairs to be relevant to the threshold of the two-pair
composite. As shown in the top row of Table IV, the masker
level needed to mask the dichotic pair alone~R! was 5 dB
higher than the diotic pair alone~C!. It is difficult to appre-
ciate how the diotic pair, presented at25 dB relative to its
71% threshold in a diotic masker, could influence the audi-
bility of the dichotic pair presented in the same noise.

The reasons for the differences between the current re-
sults and those of Yost and Soderquist~1984! are not clear to
us. It is possible that specific differences between the way
that the experiments were conducted contributed to the dif-
ferences in the outcome. Our adaptive track began with the
masker at 75 dBC, a level near the eventual mean threshold
for the CR stimulus and at which the diotic pair, if presented
alone, was already 2 dB below threshold. The starting level
used by Yost and Soderquist~1984! was unspecified. Other
factors such as the initial step size, and our use of a second
presentation after a miss, might also have influenced the
results.
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In summary, the mechanisms responsible for onset
dominance in lateralization of 250-ms pulse trains do not
appear to influence their internal representation in a manner
that affects the detectability of the stimuli under binaural
masking conditions. Our data for brief pairs of pulses and
noise bursts reveal a similar result and are different from
what some of the previous literature indicates~Yost and
Soderquist, 1984!. The factors that contributed to the differ-
ences in results between the two studies are, at the moment,
unclear to us. Further research may allow us to identify the
common and disparate binaural mechanisms that mediate lat-
eralization and binaural detection.
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This study examines the relation between a static and a dynamic measure of interaural correlation
discrimination: ~1! the just noticeable difference~JND! in interaural correlation and~2! the
minimum detectable duration of a fixed interaural correlation change embedded within a single
noise-burst of a given reference correlation. For the first task, JNDs were obtained from reference
interaural correlations of11, 21, and from 0 interaural correlation in either the positive or negative
direction. For the dynamic task, duration thresholds were obtained for a brief target noise of11,
21, and 0 interaural correlation embedded in reference marker noise of11, 21, and 0 interaural
correlation. Performance with a reference interaural correlation of11 was significantly better than
with a reference correlation of21. Similarly, when the reference noise was interaurally
uncorrelated, discrimination was significantly better for a target correlation change towards11 than
towards21. Thus, for both static and dynamic tasks, interaural correlation discrimination in the
positive range was significantly better than in the negative range. Using the two measures, the length
of a binaural temporal window was estimated. Its equivalent rectangular duration~ERD! was
approximately 86 ms and independent of the interaural correlation configuration. ©2002
Acoustical Society of America.@DOI: 10.1121/1.1504857#

PACS numbers: 43.66.Mk, 43.66.Pn, 43.66.Rq@LRB#

I. INTRODUCTION

The interaural correlation~‘‘ r’’ ! of a dichotic noise
stimulus is a measure of the similarity of the waveforms
presented to the left and right ears. If the waveforms pre-
sented to each ear are identical~diotic or ‘‘correlated,’’ r
511), the resulting perception is of a compact sound source
whose location can be specified precisely at the center of
‘‘intracranial’’ space. Reducing the interaural correlation, for
example by adding independent noise to either channel, wid-
ens the perceptual image and makes it more diffuse. When
noises from fully independent sources are presented to each
ear~‘‘uncorrelated,’’r50), the resulting perception is that of
a diffuse sound that fills the head, but may have two domi-
nant sources near the ears~see Blauert and Lindemann,
1986!. When identical noises are presented to each ear and
the waveform at one ear is inverted, the stimulus becomes
interaurally ‘‘negatively correlated’’ (r521). There are no
formal reports on the perception of negatively correlated
noise. It has been described as two relatively compact
sources near the ears~see Hirsh, 1948!, although a few of our
listeners reported one dominant blurred image displaced lat-
erally. It is occasionally described by listeners as unpleasant
or irritating. In this paper, the terms ‘‘correlated,’’ ‘‘nega-
tively correlated,’’ and ‘‘uncorrelated’’ refer to interaural cor-
relations of11, 21, and 0, respectively. Following math-
ematical convention, any change towards21 will be
considered a decrease and any change towards11 will be
considered an increase in interaural correlation. Note, how-

ever, that while shifts towards21 will be referred to as a
decrease, the noises presented to each ear have maximal in-
dependence at zero correlation.

There has been a renewed interest in examining human
sensitivity to interaural correlation, particularly with respect
to its relation to the binaural masking level difference~e.g.,
Durlach et al., 1986! and dichotic pitches~Culling et al.,
1998a, b!. Recently, Cullinget al. ~2001! reported a study on
the discriminability of different positive interaural correla-
tions of a subband of noise within a correlated broadband
noise. Their results were similar in form to those first re-
ported by Pollack and Trittipoe~1959a! who manipulated the
correlation of the entire spectrum. Specifically, discrimina-
tion was very fine for decreases in interaural correlation from
a reference of11(Dr50.02– 0.04), progressively degraded
with decreases in the reference value, and was worst (Dr
50.3– 0.5) for an uncorrelated reference~Pollack and Tritti-
poe, 1959a, b; Gabriel and Colburn, 1981; Koehnkeet al.,
1986; Jainet al., 1991; Bernstein and Trahiotis, 1992; Cull-
ing et al., 2001!.

The binaural system is unable to follow rapid changes in
interaural correlation, as evidenced by the relative difficulty
listeners have in detecting or discriminating dynamic
changes in interaural disparities~e.g., Grantham and Wight-
man, 1978, 1979!. This ‘‘binaural sluggishness’’ has been
characterized in terms of a ‘‘binaural temporal window’’—a
moving-average filter that integrates binaural information
over time according to some weighting function. Several
studies have attempted to determine the shape and equivalent
rectangular duration~ERD! of the window ~e.g., Kollmeier
and Gilkey, 1990; Culling and Summerfield, 1998; Bernsteina!Electronic mail: sboehnke@is2.dal.ca
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et al., 2001!. In an attempt to measure the ERD but not the
window shape, Akeroyd and Summerfield~1999! recently
examined detection of dynamic changes in interaural corre-
lation in an experiment described as a binaural analog of gap
detection. In monaural temporal gap detection, the parameter
of change is intensity~Moore et al., 1988!; in the binaural
analog, the parameter of change is the interaural correlation.
The ‘‘gap’’ was represented by uncorrelated noise embedded
in correlated noise markers. This stimulus can be described
as a sequence of three contiguous noises in which the first
and last~markers! are of interaural correlationX, and the
center ~target! noise is of interaural correlationY, i.e.,
X/Y/X. At either ear alone a continuous noise is heard
through the duration of the stimulus. The analogy assumes
that there is a decrease in activity in the binaural temporal
window’s output specifically during the uncorrelatedY noise,
similar to that effected in the output of a monaural temporal
window by a decrease in intensity~a gap!. It follows that as
theY noise decreases in duration it contributes less weight to
the smoothed output~Akeroyd and Summerfield, 1999!. This
means that the effective change in interaural correlation is
less than that specified by the stimulus. The minimum detect-
able target duration is thus a measure of the ability to detect
a short departure from the marker’s interaural correlation.
For stimulus conditions in which noises of different band-
widths and center frequencies were used, Akeroyd and Sum-
merfield ~1999! found that a binaural temporal window
model could predict the binaural gap thresholds obtained in
the11/0/11 configuration by knowing the subject’s interau-
ral correlation discrimination acuity for the same stimulus
conditions, i.e., their JND~‘‘just noticeable difference’’!
from a reference of11. Akeroyd and Summerfield~1999!
estimated the equivalent rectangular duration~ERD! of the
binaural temporal window to be about 140–210 ms depend-
ing on the model employed. This is much longer than the
analogously defined Gaussian-shaped monaural temporal
window @e.g., Mooreet al., 1988, 27 ms~corrected value,
see Akeroyd and Summerfield, 1999!#. While useful as an
analogy, the term ‘‘binaural gap detection’’ limits the implied
possibilities of the paradigm. Since the ‘‘gap’’ could in
theory be an increase or decrease in interaural correlation
from a reference noise of any given correlation value, the
task might provide a more general way to probe the detect-
ability of interaural correlation changes. In purely stimulus
terms, the general paradigm is analogous to increment- and
decrement-duration detection in the intensity domain, of
which gap detection is a single case. For clarity, the ‘‘binau-
ral gap’’ paradigm might be more generally construed, and
will be referred to in this report, as ‘‘interaural correlation
change-interval’’~ICCI! detection.

Another task that uses the full range of interaural corre-
lation is the binaural masking level difference or BMLD.
Like ICCI detection, the BMLD has been linked to interaural
correlation discrimination ~e.g., Durlach et al., 1986;
Koehnkeet al., 1986; Jainet al., 1991; Cullinget al., 2001!.
The BMLD is the binaural advantage in detecting a signal
~S! in noise~N! when the interaural configuration of the sig-
nal @e.g., correlated~o!, negatively correlated~p!, uncorre-
lated~u!# differs from that of the masking noise, as compared

typically to the condition in which both the signal and noise
are presented diotically. At present, the correspondence be-
tween the BMLD and correlation discrimination has only
been made clear for cases of correlation discrimination from
positive reference values, such as the NoSp condition
~Durlachet al., 1986; Cullinget al., 2001!. In light of a re-
lation among the interaural correlation JND, and both ICCI
detection and the BMLD, one might make predictions for
different ICCI-detection and correlation-discrimination con-
ditions based on what is known about the BMLD under
analogous configurations. For instance, the BMLD is largest
for NoSp, and is several dB less for the NpSo condition
~Hirsh, 1948!; one would therefore predict better interaural
correlation discrimination from a reference of11 than from
a reference of21. See Table I for an overview of corre-
sponding BMLD, ICCI-detection, and JND tasks. Note that
these predictions would be expected to hold only to the de-
gree that the BMLD can be conceived in terms of correlation
discrimination, a correspondence that is good, but not com-
plete ~Durlachet al., 1986!.

The present study examined the relation between perfor-
mance on the interaural correlation JND and the ICCI-
detection tasks. Thresholds were obtained for allX/Y/X con-
figurations of correlated, negatively correlated, and
uncorrelated wideband noise. JNDs for interaural correlation
were obtained from corresponding reference interaural corre-
lations (r ref) of 11, 21, and 0 in the positive~01! or nega-
tive ~02! direction ~see Table I!. JNDs fromr ref511 and
21 should be related to performance in the 1/0/1 and21/
0/21 conditions, respectively. JNDs fromr ref50 in the posi-
tive and negative directions should be related to performance
in the 0/1/0 and 0/21/0 conditions, respectively. In order to
determine whether the two data sets were related by the same
binaural temporal window, we used the ‘‘rw’’ model to esti-
mate the window length for each related pair of JND and
ICCI-detection conditions. The model is described in detail
by Akeroyd and Summerfield~1999!, and follows the strat-
egy of Grantham and Wightman~1979!, Kollmeier and
Gilkey ~1990!, and Culling and Summerfield~1998!.

II. METHODS

A. Listeners

Data for the ICCI-detection conditions were collected
from eight subjects~five female! ranging in age from 20 to
35 years, and included the three authors. Five of those lis-
teners~including the first two authors! also participated in
the correlation discrimination~JND! experiment. Listeners
SB, SH, and JH were highly experienced in a variety of
auditory temporal processing tasks; TM, DR, and MC had
participated in a few other psychoacoustical tasks; and lis-
teners BV and RO were relatively inexperienced. All had
normal audiograms from 250 Hz to 8 kHz. In both the ICCI-
detection and the JND tasks, listeners completed many prac-
tice runs of each condition until thresholds stabilized, and the
mean threshold for each condition was taken from the last
three threshold determinations. Subjects were always pro-
vided with visual feedback.
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B. Dynamic changes in interaural correlation—The
interaural correlation change-interval „ICCI…-
detection task

There were sixX/Y/X configurations tested for detect-
ing a dynamic change in correlation. These are illustrated
schematically in Fig. 1. Stimuli were created using Matlab
software~The Mathworks! and presented at a sampling fre-
quency of 44 100 Hz at 16-bit amplitude quantization on the
audio processor of an Apple PowerMacintosh 8600. The
stimuli were constructed by concatenating three independent
noise bursts~0–22 050 Hz!, and the total stimulus was
shaped with 10-ms rise and fall times. For each stimulus
presentation new noises were generated. The total stimulus
duration was fixed at 500 ms; thus, the marker durations
increased as the target noise decreased adaptively. Stimuli
were presented to subjects at a comfortable listening level
~70 dB SPL! over AudioTechnica ATH-M40fs Precision Stu-
diophones, while they were seated in a sound-attenuating
booth.

Thresholds for detecting the target~Y! noise were mea-

sured using a two-interval, two-alternative forced-choice task
and a three-down, one-up adaptive method, estimating the
79.4% point on the psychometric function~Levitt, 1971!. On
each trial, listeners were presented, in random order, with a
standard stimulus consisting of noise of correlationX and a
test stimulus in theX/Y/X configuration. The task was to
indicate whether the test stimulus was in the first or second
interval. The initialY-noise duration was set well above de-
tection threshold for a given stimulus condition~10–70 ms!.
Until the first incorrect response, the center noise duration
was decreased by a factor of 1.2 for each step. Subsequently,
the target~Y! noise duration was increased by a factor of 1.2
after each incorrect response, or decreased by a factor of 1.2
after three consecutive correct responses. Each adaptive
staircase continued for eight reversals and the geometric
mean of the target noise durations for the last six reversals
was defined as the ICCI-detection threshold.

C. Discrimination of static changes in interaural
correlation „JND…

The general experimental details were the same as
above, except for the following. The just noticeable differ-
ence~JND! for the reduction in interaural correlation from a
reference ofr ref511.0 andr ref50, and for an increase in
interaural correlation fromr ref521 andr ref50, was deter-
mined. The stimuli were wideband noises of 400-ms duration
~10-ms rise/fall times! with a fixed value of interaural corre-
lation. Reference stimuli~the standard! were noise bursts
with an interaural correlation of 1,21, or 0. The interaural
correlation of the test stimuli was controlled by mixing two
independent Gaussian noises, one interaurally correlated
(N11 ,r51) and the other negatively correlated (N21 ,r

TABLE I. Relation among the binaural masking level difference, interaural correlation change interval~ICCI!
detection, and interaural correlation discrimination~JND! for various interaural configurations. Higher scores on
the BMLD task indicate better performance while lower scores on the dynamic~ICCI! and static~JND!
interaural correlation tasks indicate better performance. BMLD data taken Moore~1997! and Durlach and
Colburn ~1978!. Binaural temporal change detection and correlation JND values are from the present study.

BMLD ~dB!
Nr Sr

Interaural correlation
change-interval~ICCI!

detection

Correlation JND

Reference~r! Comparison

Signal causes
decorrelation
from 11

N11S21 ~NoSp!
15 dB

1/21/1 1.48 ms 11 Dr520.045

N11S0 ~NoS90°!
6 dBa

1/0/1 2.40 ms

Signal causes
decorrelation
from 21

N21S11 ~NpSo!
13 dB

21/1/21 3.98 ms 21 Dr510.086

N21S0 ~NpS90°!
4 dBa

21/0/21 7.60 ms

Signal causes
a change in
correlation
from 0

N0S11 ~NuSo!
4 dB

0/1/0 21.01 ms 0 Dr510.32

N0S21 ~NuSp!
3 dB

0/21/0 42.88 ms 0 Dr520.46

aThe comparison of uncorrelated noise, as used in our experiments, with a tone with an interaural phase
difference of 90 degrees, as used in this BMLD condition, is not entirely correct. Two uncorrelated noises
originate from independent sources, i.e., have acoherenceof zero. The phase shift introduced to the tone does
result in an interaural correlation of 0, but it retains ofcoherenceof 1. However, for illustrative purposes only,
the values for the NoS90° and NpS90° conditions reported in Durlach and Colburn~1978! are displayed.

FIG. 1. Schematic of the interaural correlation change interval~ICCI! de-
tection conditions. The stimuli are a contiguous sequence of three broadband
noises ofX and Y correlation of equivalent intensity, in the configuration
X/Y/X. The interaural correlation is represented by the black~correlated,
r51), hatched~uncorrelated,r50), and white~negatively correlated,r
521) sections. In the 2AFC task, detection is of the presence ofY noise.
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521), as described in Eq.~1! ~see van der Heijden and
Trahiotis, 1997 for further details!. In this equationN11 is
the power of the interaurally correlated noise,N21 is the
power of the negatively correlated noise, andNp is the power
of the sum:

Nr5 1
2~11r!N111 1

2~12r!N21 . ~1!

JNDs were measured using a four-interval, two-
alternative forced-choice task and a three-down, one-up
adaptive method, estimating the 79.4% point on the psycho-
metric function~Levitt, 1971!. On each trial, the first and last
intervals had the correlation of the reference stimulus. The
test stimulus was randomly located in the second or third
position. The task of the listener was to indicate which of the
middle two noise bursts was of discrepant correlation. For
JNDs fromr ref511 and21, the initial interaural correla-
tions of the test stimulus were10.5 and20.5, respectively,
and the correlation was changed towards the reference cor-
relation with correct responses. For JNDs from ar ref50, the
initial correlation of the test stimulus was either11.0 or
21.0 and was changed with correct responses towards 0. The
same three-down, one-up adaptive procedure as described in
Sec. II B was used to determine the threshold using a step
size factor of 1.2 based on the difference between the test
interaural correlation and the reference interaural correlation.

III. RESULTS

A. Interaural correlation change interval „ICCI…-
detection thresholds

Thresholds for the duration of a noise of interaural cor-
relationY were obtained from eight listeners for each of the
X/Y/X conditions. These are plotted on a log scale in Fig.
2~a!. Individual subject means and standard errors~based on
the final three observations collected! for each condition are
presented in the main graph, and the group means for each
condition are presented in the inset graph. There are two
important trends in the data. Targets embedded in correlated
or negatively correlated markers~1/21/1 and 1/0/1, or21/
1/21 and 21/0/21! were generally more easily detected
than targets embedded in uncorrelated markers~0/1/0 or 0/
21/0!. That is, it was easier to detect a brief change in cor-
relation from markers ofr561 than from markers ofr
50.

Second, detection performance of listeners was better
when detection of the change was executed in the positive
range of interaural correlation than in the negative range. The
mean thresholds for detecting uncorrelated noise amid corre-
lated or negatively correlated markers, 1/0/1 and21/0/21,
were 2.34 and 7.43 ms, respectively, a difference which was
statistically significant @F(1,7)513.42, p,0.01].1 For
larger changes in correlation, 1/21/1 and21/1/21, the mean
thresholds across listeners were 1.43 and 3.91 ms, respec-
tively. A repeated measures ANOVA indicated that this dif-
ference in thresholds was also statistically significant
@F(1,7)57.5, p,0.03#. These conditions are analogous to
the first pair~1/0/1 and21/0/21!, but the change in corre-
lation is twice the magnitude of change caused by an uncor-
relatedY noise~e.g., a correlation change of 1.0 for 1/0/1 vs

2.0 for 1/21/1! for a given duration. As a consequence, a
shorter duration ofY would be required for the smeared win-
dow output to reach the threshold for correlation discrimina-
tion. That is, the mixing of negatively correlated noise with
correlated noise within the temporal window has twice the
decorrelating effect as the mixing uncorrelated and corre-
lated noise. The benefit in performance seen with a doubling
of the correlation change of the target, however, was propor-
tionately greater for negatively correlated markers~49% de-
crease in threshold! than for positively correlated markers

FIG. 2. ~a! Duration thresholds~ms! for a dynamic measure of interaural
correlation sensitivity—the interaural correlation change interval~ICCI! de-
tection task~see Fig. 1 for schematic of stimuli!. Individual subject means
with standard errors for the six interaural configurations~see text! are pre-
sented in the main graph, and the group means are presented in the inset
graph.~b! Interaural correlation JNDs. Individual subject means with stan-
dard errors are presented in the main graph for four conditions—the just
noticeable decrease in interaural correlation from references of 1 and21,
and a just noticeable increase in correlation fromr ref50, in either a positive
or negative direction~see text!. Group means are presented in the inset
graph. In both~a! and ~b! asterisks indicate that the difference between the
specified bars was statistically significant (p,0.05).
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~29% decrease!. A repeated measures ANOVA with two
factors—the interaural correlation of the markers (r511 or
21! and the size of correlation change caused by the target
~correlation change of 1.0 or 2.0!—resulted in a significant
interaction@F(1,7)522.35,p,0.01]. This interaction indi-
cates that the benefit of a larger correlation change was sig-
nificantly greater for increases in correlation from21 than
for decreases from11.

Finally, detection of a correlated noise amid uncorre-
lated markers was relatively poor, particularly if theY noise
was negatively correlated. The mean thresholds for the 0/1/0
and 0/21/0 conditions were 20.57 and 41.45 ms, respec-
tively. These results show that the detection of changes in
interaural correlation from zero was also significantly asym-
metric in the positive and negative range of interaural corre-
lations @F(1,7)522.5,p,0.01].

B. Interaural correlation JNDs

The interaural-correlation JNDs are shown in Fig. 2~b!.
Results from five individual listeners are plotted in the main
graph with standard errors based on their three final thresh-
old determinations. Group mean data are presented in the
inset graph. JNDs for every listener were consistently best
for r ref511 with a mean of 0.048. The mean JND forr ref

521 was 0.084. A repeated measures ANOVA indicated
that this asymmetry was statistically significant@F(1,4)
59.5, p,0.05]. JNDs forr ref50 were poorer in general
and more variable across subjects. The mean JND for an
increase in correlation towards11 was 0.31, while that for a
decrease in correlation toward21 was 0.45. Again, this
asymmetry was statistically significant@F(1,4)519.6, p
50.01].

C. Equivalent rectangular duration of the binaural
temporal window

We wondered whether the processing mechanism limit-
ing performance on all these tasks could be characterized as
sharing the same binaural temporal window ERD. If this
were the case, the duration of the binaural temporal window
measured would be independent of the interaural configura-
tion used. In order to calculate an estimate of this binaural
temporal window ERD for each subject and configuration,
we used the ‘‘rw’’ model @see Akeroyd and Summerfield,
1999, Eqs.~3!–~6!#. Following the strategy employed by oth-
ers ~Grantham and Wightman, 1978; Kollmeier and Gilkey,
1990; Culling and Summerfield, 1998!, this model measures
the interaural correlation directly on the stimulus waveform.
The temporal window used in the model is symmetric, and
has a Gaussian shape. The model assumes that the ICCI is
detected if the change in the output of the temporal window
during theX/Y/X stimulus exceeds the JND for the corre-
sponding change in interaural correlation.

In Fig. 3, the ICCI-detection thresholds~durations ofY
noise in ms! are plotted against the corresponding correlation
JND for each subject~see Akeroyd and Summerfield, 1999,
Fig. 10!. Superimposed on these data are lines that represent
predicted relations between ICCI-detection threshold and
JNDs, based on different binaural temporal window ERDs.

ICCI and JND pairs that fall along a given line can be ex-
plained by a binaural temporal window with a duration cor-
responding to the ERD represented by that line. The location
of the data points moves upwards along these lines for the
conditions with poorer thresholds, indicating that the perfor-
mance for different interaural configurations is correlated for
both the static and dynamic tasks, and, thus, for a given
listener the window ERD remains relatively constant across
configurations. The lines representing the different ERDs in
this figure are generated only for changes in correlation with
a magnitude of 1.0~e.g.,11 to 0!. It is for this reason that
the 1/21/1 and21/1/21 conditions, for which the magni-
tude of change in correlation is twice the size~2.0!, are not
plotted in Fig. 3. If the lines of equal ERD were plotted for a
correlation change of 2.0, they would be shifted downward
because the model predicts that the ICCI-detection thresh-
olds would be approximately half the size for the same JND
values.

Figure 4 shows the actual individual ERDs calculated
for each condition, including the conditions where theX and
Y noise are of opposite correlation, 1/21/1 and21/1/21.
These were also generated using the ‘‘rw’’ model. Although
individual listeners’ ERDs vary somewhat across condition,
there appears to be greater variability across listeners. There
was no significant difference in the mean ERD, collapsed
across listeners, obtained for different conditions@F(4,20)
51.4, p.0.26]. The grand mean ERD across listener and
conditions was 86 ms, with a standard deviation of 52.7 ms.

FIG. 3. The relation between the dynamic measure of interaural correlation
sensitivity ~ICCI detection! and the static measure~JND! can be explained
via a temporal window that smears temporal changes in interaural correla-
tion. The data points show the experimental measurements from each sub-
ject from Figs. 2~a! and ~b!. Interaural correlation JNDs are plotted against
the ICCI-detection threshold~ms! for related configurations. Superimposed
on these points are lines which represent a binaural temporal window length
~ERD! calculated using the ‘‘rw’’ model ~see Akeroyd and Summerfield,
1999, Fig. 10!. A binaural temporal window with a fixed duration~ERD in
ms as per the legend! can explain all JND and ICCI threshold pairs that fall
along a single line. The location of the data points for different conditions
shifts upward along these lines for the conditions with poorer thresholds.
This linear shift demonstrates that changes in acuity are correlated for the
static and dynamic tasks, and thus the window ERD remains relatively con-
stant across conditions. The lines calculated by the model are based on a
change in correlation of 1~e.g.,11 to 0!. A different set of lines would be
generated if the change in correlation was 2~e.g.,11 to 21!. It is for this
reason that the data for the 1/21/1 and21/1/21 conditions are not plotted
here. The actual ERDs for all conditions are reported in Fig. 4.
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IV. DISCUSSION

The purpose of this study was to examine static~JND!
and dynamic~ICCI detection! interaural correlation sensitiv-
ity under a variety of interaural configurations using wide-
band noise. Results for both tasks followed the same depen-
dence on interaural configuration—the lowest thresholds
were for discrimination of a change in interaural correlation
from 61, and the highest were for a change in correlation
from 0. The results replicate those of other investigators for
the positive range~Pollack and Trittipoe, 1959a, b; Gabriel
and Colburn, 1981; Koehnkeet al., 1986; Jainet al., 1991;
Culling et al., 2001!. However, they are the only data for the
negative range of which we are aware other than an informal
mention by Pollack and Trittipoe~1959a!. The second major
result is that interaural correlation sensitivity~dynamic or
static! is more acute in the positive than in the negative
range. Specifically, discrimination of a change in interaural
correlation from a reference of11 was significantly more
acute than from21, and discrimination of increases in cor-
relation from a reference of 0 toward11 were significantly
more acute than a decrease towards21.

A. Interaural correlation sensitivity for r refÄ¿1

Interaural correlation sensitivity is most acute from a
reference of11, and this acuity is probably what underlies
the maximal release from masking in the classic NoSp
BMLD condition ~see Sec. III D!. The JNDs for a departure
in correlation from a reference of11 (Dr50.045) observed
in this study were close to values previously reported for
broadband noise~e.g., Pollock and Trittipoe, 1959a:Dr
50.04; Gabriel and Colburn, 1981:Dr50.03; Koehnke
et al., 1986: Dr50.02; Akeroyd and Summerfield, 1999:
Dr50.023). Gabriel and Colburn~1981! also described a

bandwidth dependence on the JND from a reference interau-
ral correlation of11, such that acuity degrades with increas-
ing bandwidth. Consistent with this effect, our thresholds for
wideband noise are slightly higher than those obtained by
Gabriel and Colburn for their widest band of noise~4.5 kHz,
Dr50.02– 0.03). Interestingly, bandwidth effects act in the
opposite direction for interaural correlation JND from uncor-
related noise references~Gabriel and Colburn, 1981!, i.e.,
performance improves with bandwidth.

The absolute values of thresholds in the 1/0/1 configu-
ration were consistently lower~,3 ms in 7/8 listeners! than
the 5 ms mean observed by Akeroyd and Summerfield
~1999! for their widest stimulus bandwidth~100–500 Hz!.
This may indicate that performance remains stable, or con-
tinues to improve with increases in bandwidth in the ICCI-
detection task, akin to bandwidth effects in monaural gap
detection~e.g., Fitzgibbons, 1983!. This is contrary to the
bandwidth effect observed for the JND from11, in which
acuity tends to degrade with increasing bandwidth~Gabriel
and Colburn, 1981!.

In the dynamic task~ICCI detection!, performance im-
proved with greater distance in correlation of the target noise
from marker noise of11 interaural correlation. A change to
21 ~i.e., 1/21/1! resulted in;30% lower thresholds than a
change to 0~i.e., 1/0/1!.

B. Interaural correlation sensitivity for r refÄÀ1

Sensitivity to interaural correlation changes from a ref-
erence of21 was found to be relatively acute, but signifi-
cantly worse than performance from a reference of11. This
is inconsistent with the study on interaural correlation sensi-
tivity by Pollack and Trittipoe~1959a!, in which they re-
ported that ‘‘extensive informal tests’’ with negative refer-
ence correlations ‘‘yielded results that were indistinguishable
from results with positive correlations’’~p. 1251!. The reason
for this discrepancy is not clear, though it may be related to
the difference in methodology. Comparisons between the two
studies are difficult because Pollack and Trittipoe did not
describe their method. It may be that our use of a staircase
procedure was more sensitive, which may be reflected in the
lower mean thresholds we obtained in the positive range, at
least from uncorrelated references. Similar to the results with
reference correlation of11, performance for the21/1/21
condition was better than for the21/0/21 condition. This
benefit, with a doubling of the interaural correlation change
from negatively correlated markers~;50%!, was signifi-
cantly greater than that observed for correlated markers
~;30%!.

C. Interaural correlation sensitivity for r refÄ0

JNDs for an increase in correlation fromr ref50 (Dr
50.31) are consistent with previous reports~range: Dr
50.3 to 0.5, Pollack and Trittipoe, 1959a; Gabriel and Col-
burn, 1981; Koehnkeet al., 1986; Jainet al., 1991; Culling
et al., 2001!. They match well with Gabriel and Colburn’s
value (Dr50.3) for their widest stimulus bandwidth~4.5
kHz!, but are somewhat lower than that obtained by Pollack
and Trittipoe~1959a! for wideband noise~0.44!. A new result

FIG. 4. Binaural temporal window ERD estimations~ms! for individual
subjects and the grand mean ERD for each interaural configuration~open
squares!. The ICCI detection and JND conditions used to generate the win-
dow estimate are labeled on thex axis. The ‘‘rw’’ model was used to esti-
mate the binaural window ERD required to explain the ICCI-detection
threshold based on the subject’s JND. While ERDs are variable across lis-
teners, there is less variability across condition for a given listener.
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was that discrimination of an increase in correlation towards
11 (Dr50.31) was better than discrimination of a decrease
towards 21 (Dr50.45), a condition for which we have
found no comparable data reported. This was consistent with
the pattern of data we obtained for ICCI detection, in which
the duration required for detection of an increase in correla-
tion from uncorrelated markers~0/1/0, 20.57 ms! was lower
than that required for detection of a decrease in correlation
~0/21/0: 41.45 ms!. Therefore, the correspondence in perfor-
mance on the dynamic and static tasks holds for uncorrelated
references, as observed for references ofr561.

Pollack and Trittipoe~1959a! made the reasonable sug-
gestion that the poorer sensitivity at lower reference correla-
tions was the result of the increased sampling variance for
correlations near 0~also see Gabriel and Colburn, 1981!, that
is, that performance would be degraded as a result of the
increased trial-to-trial variation in correlation of the stimuli
as the nominal correlation approaches 0. However, this ex-
planation would predict equal performance in the positively
and negatively correlated direction, as there is no difference
in the sampling variance in the two configurations.

D. Interaural correlation sensitivity and masking level
differences „BMLD …

Both dynamic and static measures of sensitivity to de-
partures of correlation from a negatively correlated reference
were poorer than those observed from a positively correlated
reference. The asymmetry in performance is consistent with
the difference in binaural masking level difference~BMLD !
~see Table I!. For example, it is well known that the largest
BMLD ~;15 dB! occurs for the NoSp condition, which cor-
responds to the JND forr ref511. The NpSo condition,
which corresponds to the JND fromr ref521, provides less
masking release~;13 dB! ~Moore, 1997!. This asymmetry
in correlation discrimination from positive and negative ref-
erences is thus consistent with the prevailing theory that per-
formance on BMLD and correlation discrimination tasks
may be limited by the same mechanism~e.g., Durlachet al.,
1986; Koehnkeet al., 1986; Jainet al., 1991; Cullinget al.,
2001!. Models which explain the difference between the
NoSp and NpSo BMLD conditions~and by extension the
JND from r ref511 and21, respectively! traditionally re-
quire the postulation of coincidence detector neurons with a
distribution of internal delays centered on zero interaural dif-
ference. In the NoSp condition, the decorrelation of the
noise by the antiphasic signal is assumed to be most salient
in neurons with near equal internal delays, the density of
which is proposed to be maximal. Neurons most highly ac-
tivated by the negatively correlated noise in the NpSo con-
dition have greater internal delay differences. There are
fewer of these neurons available, which would make detec-
tion of the decorrelation~decrease in activity! in the NpSo
condition worse than in the NoSp condition ~Jeffresset al.,
1956; Colburn, 1977!. An alternative explanation is that the
phase-delayed masker noise~Np! is not perfectly compen-
sated, except at center frequency, by the optimal internal de-
lay. Thus, the noise cannot be cancelled entirely by a time
delay, as proposed by, for example, the equalization/
cancellation model of Durlach~1978!. And in other models

~e.g., Colburn, 1977!, the decorrelation in the optimum ITD
channel effected by the signal must be detected in compari-
son to a representation of the phase-delayed masker noise
that is already less than unity. All these explanations would
similarly predict the observed difference in the correlation
JND between references of11 and21. However, they as-
sume that for a given frequency band there is an array of
coincidence-detecting neurons with a wide range of different
internal axonal delays that can compensate for large interau-
ral time differences. The physiological validity of such a re-
quired distribution of internal delays has been called into
question~McAlpine et al., 2001; Brandet al., 2002!.

Given that the asymmetry in performance on the tasks
using markers or references of11 and21 seemed to follow
the patterning of data in BMLD conditions, we wondered
whether the asymmetry from an uncorrelated reference might
also follow BMLD patterns for uncorrelated noises. Reports
usually show a small BMLD~;2–5 dB! for uncorrelated
noise with either a correlated signal~NuSo! or a negatively
correlated signal~NuSp! ~Hirsh, 1948; Blodgettet al., 1958;
Robinson and Jeffress, 1963; Langford and Jeffress, 1964!.
However, reports of adifferencein the BMLD for a nega-
tively correlated~Sp! and correlated signal~So! in uncorre-
lated masking noise~Nu! have been conflicting. There is
either no reliable difference, or the NuSo condition provides
approximately 1 dB more masking release than the NuSp
condition ~Blodgett et al., 1958; Robinson and Jeffress,
1963; Langford and Jeffress, 1964!. Apparently, there may
be no relation between the BMLD and correlation discrimi-
nation for conditions where the reference noise is uncorre-
lated ~see Durlachet al., 1986!. In these BMLD conditions,
monaural cues contribute to detection of the signal as the
sound pressure level at each ear is significantly increased in
the frequency band containing the signal. The observed
BMLD in the Nu condition can be accounted for by having
two independent chances to detect the signal monaurally in
the uncorrelated noises at each ear~Langford and Jeffress,
1964; Durlachet al., 1986; Jainet al., 1991!. The monaural
account is further bolstered by the fact that NuSo thresholds
show the same frequency dependence as monaural condi-
tions ~Durlach and Colburn, 1978!. In contrast, the noise
stimuli used in the correlation discrimination tasks do not
contain any monaural cues~no change in level! and detection
must be mediated solely by binaural processes. The asymme-
try observed in the correlation JND predicts that the binaural
cues would be stronger for the NuSo than the NuSp condi-
tions. The fact that a difference is not consistently observed
in the BMLD measures for these conditions empirically sug-
gests that the available monaural cues override the binaural
ones.

E. Evidence for an asymmetry in positive and
negative correlation space

In summary, there are a number of lines of evidence
from this study which suggest the existence of an asymmetry
in acuity for interaural correlation in the positive and nega-
tive range. First, while interaural correlation sensitivity was
most acute from unity~positive or negative!, sensitivity was
significantly more acute from11 compared with21. Corre-
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lation sensitivity was generally poor from an uncorrelated
reference. However, it was significantly poorer if the change
is made towards more negative than towards more positive
correlations. Finally, in the ICCI-detection task, there was a
significantly greater benefit with the increasing size of corre-
lation change, when that change was in the positive direc-
tion. Specifically, thresholds in the 1/21/1 condition were
;30% more acute than in the 1/0/1 conditions, while thresh-
olds in the21/1/21 condition were;50% more acute than
in the 21/0/21 condition. It is yet to be determined if this
benefit for increases in correlation holds for reference corre-
lations other than unity. The asymmetry in performance from
references of11 and21 is consistent with the asymmetry
observed NoSp and NpSo BMLD conditions, thus providing
further evidence that the BMLD might be explained in terms
of interaural correlation discrimination.

The observed asymmetry might reflect an asymmetry in
the internal neural representation of negatively and positively
correlated noises. The internal representation of uncorrelated
noise might not be half-way on some continuum between the
representation of negatively and positively correlated noise,
but may be closer to the representation of negatively corre-
lated noise. That is, the gradient in internal representation
between negatively correlated and uncorrelated noise is
smaller than the gradient between uncorrelated and posi-
tively correlated noise.

F. The representation of interaural correlation

An interaural correlation change is represented differ-
ently in different binaural coincidence detecting neurons, de-
pending on their internal delay and type of binaural input. In
the example of a change from correlated to uncorrelated
noise~1/0/1!, the activity in a binaural channel sensitive to
correlated noise would briefly decrease. This decrease would
represent the reduction in intensity of the positively corre-
lated component of the uncorrelated noise@see Eq.~1!#. In
contrast, there would be a brief increase in activity in a chan-
nel that does not respond to correlated noise, but is strongly
activated by negatively correlated noise. This increase would
represent the intensity of just the negatively correlated com-
ponent of the uncorrelated noise. Activity in these channels
would change inversely when the interaural correlation is
changed: they form an opponent channel pair. Thus, in con-
trast to a monaural intensity change, for example, any corre-
lation change, regardless of its direction, results in both an
increase and a decrease in activity as cues for detection. Al-
though the absolute change in activity may be equal in both
channels, the proportional change in activity would differ.
That is, the percentage decrease in the activity of the channel
maximally activated by the reference noise would be less
than the percentage increase in activity in the channel mini-
mally activated by the reference noise. This might suggest
that the brief increase in activity in the minimally activated
channel would be a more salient cue for detection of the
interaural correlation change.

The neurophysiological basis for binaural channels se-
lectively activated by positively or negatively correlated
stimuli might lie in binaurally innervated neurons with small
and large axonal delay differences between predominantly

excitatory inputs from each ear, as postulated in the classical
Jeffress model~Jeffress, 1948!. A channel with equal axonal
travel time from both ears would be most sensitive to corre-
lated noise and far less responsive to negatively correlated
noise. However, if the difference in axonal travel time from
the ears is equivalent to half the period of the characteristic
frequency of the neuron, the response to correlated noise will
be minimal and the neuron would be most sensitive to nega-
tively correlated noise. As an alternative to an implementa-
tion using axonal delays, these opponent channels might be
comprised of the ‘‘peak-type’’ and ‘‘trough-type’’ neurons
which are maximally sensitive to positive and negative inter-
aural correlation of noise, respectively~Shackletonet al.,
2002; Fitzpatricket al., 2002!. ‘‘Peak-type’’ neurons are co-
incidence detectors receiving predominantly excitatory,
phase-locked inputs from each ear. ‘‘Trough-type’’ neurons
receive phase locked excitation from one ear and phase-
locked inhibition from the other. For this reason they are
most responsive when the phase-locked inputs from each ear
arrive out of phase, that is, when the signal is interaurally
negatively correlated.

G. Binaural temporal windows

Our mean binaural temporal window ERD~86 ms! is
within the same general range as found previously~e.g.,
Grantham and Wightman, 1979, 44–243 ms; Culling and
Summerfield, 1998, 97 ms; Akeroyd and Summerfield, 1999,
40–400 ms!, and larger than the reported values for the
analogous Gaussian monaural temporal window@e.g., Moore
et al., 1988, 27 ms~corrected value, see Akeroyd and Sum-
merfield, 1999!#. Subjects differed in their pattern across
configuration, but not in any consistent way, and there was
no significant difference between the mean ERDs obtained
for the different interaural configurations. The mean thresh-
old reported here of 86 ms is significantly shorter than that
reported by Akeroyd and Summerfield~1999! using the same
methods and model~210 ms!. According to the ‘‘rw’’ model,
the reason for this could either be higher JND values or
shorter ICCI-detection thresholds in our experiments. The
JNDs reported here forr ref511 ~with the exception of lis-
tener BKV! were not substantially larger than those reported
by Akeroyd and Summerfield~1999! for their widest band-
width ~100–500 Hz!. However, our ICCI-detection thresh-
olds were far lower for~2.34 vs 5.3 ms!, despite similar
methods. A major difference in both experiments is the band-
width of the stimuli used. Akeroyd and Summerfield~1999!
used exclusively low-pass filtered stimuli with a cutoff fre-
quency of 500 Hz. One possibility is that frequency compo-
nents above 500 Hz contribute to ICCI-detection perfor-
mance but not to static correlation discrimination. In fact,
static correlation discrimination has a tendency to degrade
with increased bandwidth~Gabriel and Colburn, 1981!. The
‘‘ rw’’ model would then predict a dependency of the ERD on
lower cutoff frequency. A detailed examination of the band-
width and frequency dependence of the two tasks in the same
listeners would be required to determine whether our lower
temporal window ERDs were the result of the wider band-
width used, or simply that our listeners fell in the lower end
of the population ERD range.
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The method employed here for estimating the binaural
temporal window~after Akeroyd and Summerfield, 1999!
provided an efficient way to compare the window ERD for
the different binaural configurations tested. The method also
has the advantage that it exclusively probes the binaural sys-
tem. However, it does not provide for estimation of the win-
dow shape. Other methods, such as those which use BMLD-
like stimuli distributed in time~i.e., No noise followed by a
Sp signal! have provided estimations of the shape of the
window ~e.g., Kollmeier and Gilkey, 1990; Culling and Sum-
merfield, 1998; Holubeet al., 1998!. These studies have re-
vealed a symmetric double-sided exponential or rounded ex-
ponential weighting function with a duration between 40 and
2001 ms depending on the listener and the task parameters
~see Holubeet al., 1998!. This ERD range is similar to that
estimated in this study using the ‘‘rw’’ model. More recently,
Bernsteinet al. ~2001! estimated the binaural temporal win-
dow using a task similar in form to that used here; however,
detection was of a change in lateralization by ITD of a brief
correlated noise embedded in correlated or uncorrelated
markers. Their data was best accounted for by a window
with two time constants: a very short one that was heavily
weighted at the temporal midpoint and a second one that was
14 ms. This might suggest that the binaural system exploits
different temporal windows for tasks probing different as-
pects of binaural temporal processing~i.e., changes in ITD
vs changes in interaural correlation! ~Kollmeier and Gilkey,
1990; Bernsteinet al., 2001!.

H. Limitations and future directions

Conclusions from this study are limited to broadband
noise stimuli, and extreme references correlations~61 and
0!. It remains to be determined if the asymmetry that we
observed can be observed for other reference values, al-
though this might be a way to determine the temporal win-
dow shape. Future studies are also required to show whether
the asymmetry holds for correlation discrimination at various
noise bandwidths and center frequencies, and in fringed cor-
relation discrimination~Jain et al., 1991!. This latter con-
figuration mimics the BMLD task for a narrow-band signal.
The change in correlation occurs only in a narrow frequency
band fringed by noise of a reference correlation, but the en-
ergy in the frequency band used for detection remains con-
stant. We expect that detection of a decorrelation in a band
surrounded by a positively correlated fringe would be better
than in a negatively correlated fringe.

V. CONCLUSIONS

~1! Static and dynamic measures of interaural correlation
follow the same general pattern of dependence on inter-
aural configuration.

~2! There is an asymmetry in performance of both static and
dynamic measures of interaural correlation sensitivity in
the positive and the negative range in that correlation
sensitivity is more acute in the positive range.

~3! The mean binaural temporal window equivalent rectan-
gular duration~ERD! was relatively constant across in-
teraural configuration, although individual listeners ERD

patterns varied in unique ways. Listeners also differed in
their mean individual window length. The mean ERD
was 86 ms.
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1It should be noted that the shorter the duration of the two independent noise
bursts presented to each ear, the greater the variability of their interaural
correlation. Thus, for the target durations near threshold in the 1/0/1 and
21/0/21 configurations, our uncorrelated noises are unlikely to be truly
uncorrelated. Across multiple repetitions, the average of the normalized
correlation between the waveforms should approximate zero. However, this
is not true at high frequencies where envelopes convey the information.
The minimum normalized correlation for independent noise envelopes is
approximately10.78 ~van de Par and Kohlrausch, 1995!. Logically, if this
was contributing to our results, it would predict equal performance on the
21/0/21 ~envelope correlation:11/0.78/11! and 1/0/1 task~envelope cor-
relation: 11/0.78/11!, which was not observed. To test the impact of in-
formation conveyed at high frequencies directly, listeners SB and SE re-
peated all ICCI-detection conditions with low-pass filtered stimuli (f LP

5800 Hz). Thresholds for the 1/0/1~SB:1.96; SH: 1.7! and 21/0/21
~SB:3.27; SH:6.62! conditions were within 1 ms of the listeners’ wideband
noise results. Thresholds for the 0/1/0~SB:26.5; SH:20.95! and 0/21/0
~SB:34.66; SH:32.54! conditions were slightly higher, but within range, of
their values for wideband noise.
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This study explores the hypothesis that clear speech is produced with greater ‘‘articulatory effort’’
than normal speech. Kinematic and acoustic data were gathered from seven subjects as they
pronounced multiple repetitions of utterances in different speaking conditions, including normal,
fast, clear, and slow. Data were analyzed within a framework based on a dynamical model of
single-axis frictionless movements, in which peak movement speed is used as a relative measure of
articulatory effort~Nelson, 1983!. There were differences in peak movement speed, distance and
duration among the conditions and among the speakers. Three speakers produced the ‘‘clear’’
condition utterances with movements that had larger distances and durations than those for
‘‘normal’’ utterances. Analyses of the data within a peak speed, distance, duration ‘‘performance
space’’ indicated increased effort~reflected in greater peak speed! in the clear condition for the three
speakers, in support of the hypothesis. The remaining four speakers used other combinations of
parameters to produce the clear condition. The validity of the simple dynamical model for analyzing
these complex movements was considered by examining several additional parameters. Some
movement characteristics differed from those required for the model-based analysis, presumably
because the articulators are complicated structurally and interact with one another mechanically.
More refined tests of control strategies for different speaking styles will depend on future analyses
of more complicated movements with more realistic models. ©2002 Acoustical Society of
America. @DOI: 10.1121/1.1506369#

PACS numbers: 43.70.Aj, 43.60.Bk@AL #

I. INTRODUCTION

In order to improve models of speech motor control, it is
important to characterize the various constraints under which
speech production operates. The requirement for intelligibil-
ity imposes constraints on the acoustic characteristics of the
signal that are related to clarity~cf. Pichenyet al., 1986;
Moon and Lindblom, 1994; Moon, 1991!. Clarity constraints
may vary according to environmental conditions that require
the speaker to use different styles—such as speaking clearly
in a noisy environment or when the listener has a hearing
loss. In comparison to normal~citation or casual! speech,
clear speech has been shown to be characterized by greater
intelligibility, greater intensity~by 3–5 dB in vowel nuclei!,
longer sound segments, an expanded vowel space, tighter
acoustic clustering within vowel categories, greater distinc-
tiveness of VOT between voiced and voiceless stop conso-
nants and released word-final stops~cf. Pichenyet al., 1986;
Moon and Lindblom, 1994; Moon, 1991!. Such clear speech
might be produced with movements that are larger, slower,
more precise, and possibly more effortful. Lindblom~1990!
has hypothesized that there is a trade-off between clarity and
economy of effort that occurs with changes in speaking

styles: clear speech should be produced with greater articu-
latory effort than normal speech. In the current study we test
the hypothesis that speakers will exert more effort when
asked to speak clearly than when they speak normally. We
test this hypothesis by examining a relative measure of effort
in the production of speech movements in various speaking
conditions. For this purpose, we define ‘‘economy of effort’’
as a strategy in which the motor control system attempts to
minimize the physical ‘‘cost’’ of making articulatory move-
ments. Economy of effort appears to be a characteristic of
movement in general, and it is a principle that guides speech
movement planning in the control model of Guenther~Guen-
ther, 1995; Guentheret al., 1998; Perkellet al., 2000!.

To compare a measure of articulatory effort across dif-
ferent speaking conditions, the study uses peak movement
speed, which is an approximation based on a cost optimiza-
tion analysis of a dynamical model of single-axis frictionless
movements~Nelson, 1983!. A second objective of this study
is to consider the extent to which such a simple model may
be valid for analyzing complicated speech movements.

II. BACKGROUND

In the first study that directly addressed this issue, Ad-
ams~1990! reported on tongue-blade opening movements for
the word ‘‘tad’’ as produced in casual and clear conditions by
five speakers. ‘‘The clear speech condition was associated
with longer movement durations and larger maximum dis-

a!Also at the Department of Brain and Cognitive Sciences, MIT and the
Department of Cognitive and Neural Systems, Boston University. Elec-
tronic mail: perkell@speech.mit.edu

b!Also at the Department of Communication Disorders, Boston University.
c!Also at the Department of Psychology, Northeastern University.
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placement and peak velocity values relative to the casual
condition in some subjects.’’~p. iii!. In order to develop a
rationale for a more thorough investigation that includes an
analysis of articulatory effort, it is helpful to consider obser-
vations of articulatory kinematics that have been made in
studies of other factors, such as speaking rate, speech tempo,
stress, and vowel quantity.

In the Kuehn and Moll~1976! kinematic study of speak-
ing rate, it was found that in order to increase speaking rate,
some speakers increased articulatory velocities and produced
little articulatory undershoot, while others did not increase
velocities and produced more articulatory undershoot. There
were positive relationships across subjects between both ar-
ticulatory velocity and movement displacement and the size
of the articulators, possibly reflecting a generally observed
linear relationship between peak velocity and distance~cf.
Ostry et al., 1987; Ostry and Munhall, 1985; Linville, 1982;
Vatikiotis-Bateson and Fletcher, 1992; Flanaganet al.,
1990!. Sonoda and Nakakido~1986! studied the effect of
speaking rate on jaw movements. Similarly to Kuehn and
Moll, they observed that the increase in speaking rate was
produced either with an increase in velocity and little change
in distance~i.e., no undershoot! or with relatively constant
velocity and a decrease in movement distance~undershoot!.

In a kinematic study of tempo and prosody, Edwards
et al. ~1991! found that two of four subjects, in complying
with ‘‘slow speech’’ instructions, decreased the velocity of a
phrase-final mandible closing gesture, while the other two
delayed the onset of the closing gesture without decreasing
velocity. The latter two subjects had generally longer syllable
durations than the former two. As an explanation for these
findings, Edwardset al. ~1991! hypothesized a lower limit on
velocity that may be physiologically based or perceptually
based~to preserve phonetic identity!.

To help make inferences about articulatory effort and the
control mechanisms that underlie kinematic observations,
some investigators~cf. Munhall et al., 1985; Ostry and
Munhall, 1985; Hertrich and Ackermann, 1997! have
adopted principles from a cost optimization analysis of
single-axis movements of an undamped, linear, mass-spring
model ~Nelson, 1983!. According to this analysis,peak ve-
locity can be used as arelative measure of the physical cost
of performing skilled movements.

Nelson’s~1983! analysis shows that minimization of en-
ergy or of jerk~the third derivative of displacement vs time!
produces in each case a profile of movement velocity versus
time similar to the pattern that results from an undamped
linear mass-spring system with constant stiffness, in which
velocity vs time for a single movement looks similar to the
positive half of a sinusoid function. Figure 1~a!, from Nelson
~1983!, shows velocity profiles for minimum energy~E!,
minimum jerk ~J!, and constant stiffness~K!, all three of
which look similar to those observed from speech move-
ments. The peak velocity of the movement of the linear
spring model is related to movement distance and time con-
straints by V5pD/2T ~where V5peak velocity, D
5distance, andT5time). Peak velocity is also equivalent to
the impulse cost measure~time integral of the magnitude of
the force per unit mass! in Nelson’s analysis. Even though a

minimum-impulse solution produces a trapezoidally shaped
velocity profile @V, in Fig. 1~a!# that is less like those of
speech movements, it is possible to use peak velocity as a
measure ofrelative effort, because all of the minimum-cost
solutions produce similarly shaped cost functions, shown in
Fig. 1~b! ~when percent cost is plotted as a function of move-
ment time—from Nelson, 1983!. As Nelson points out, a
single criterion is ‘‘generally insufficient to encompass what
we mean by optimum’’~p. 140!, and skilled movements re-
flect a compromise or trade off among competing objectives,
one of which, in the case of speech, is producing an intelli-
gible sound sequence. As explained below, the current study

FIG. 1. ~a! Comparison of velocity patterns of a single-axis, frictionless
system for the same movement time and distance that are optimum with
respect to five different objectives:A, minimum peak acceleration~solid
line!; E, minimum energy~dashed line!; J, minimum jerk ~solid!; K, con-
stant stiffness~dotted!; and V, minimum peak velocity; or impulse~solid!
~Fig. 3 in Nelson, 1983!. ~b! Curves of minimum percent cost as a function
of movement time for fixed distance,D, and acceleration limitU. V, peak
velocity ~impulse! cost;A, peak acceleration cost;E, energy cost; andJ, jerk
cost ~Fig. 6 in Nelson, 1983!.
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is of nearly linear two-dimensional movements, so we use
peak movement speed~the tangential velocity maximum! as
a relative measure of effort. We also examine additional pa-
rameters to investigate other aspects of the movements.

The ratio of peak velocity to average velocity,
c5V/Va ~where Va5average velocity,D/T), provides an
index of velocity profile shape~Nelson, 1983; Ostry and Mu-
nhall, 1985!. To some extent, the velocity profile shape~as
indexed by the value ofc! can reflect the selection of a par-
ticular cost optimization criterion~e.g., energy, jerk, im-
pulse!. For model velocity profiles that are symmetrical
~equal durations of acceleration and deceleration phases!,
unimodal ~smooth, with one acceleration peak in the first
half of the movement and one deceleration peak in the sec-
ond half! and have velocity values of zero at movement be-
ginning and end, a value ofc51.0 would correspond to a
rectangular profile and a value of 2.0 would correspond to a
triangular profile@profile ~A! in Fig. 1~a!#. A rectangular pro-
file would be produced by an acceleration impulse at move-
ment beginning and a deceleration impulse of equal magni-
tude at movement end. A triangular profile would be
produced by an acceleration pulse for half of the movement
followed by a deceleration pulse of equal magnitude for the
second half of the movement. Thus, these two profiles rep-
resent theoretical, physically unrealizable limits; many actual
movements may fall between the two patterns. On the other
hand, if actual movements have velocity profiles that do not
meet the above criteria~unimodal, symmetrical, and zero ve-
locity at movement beginning and end!, values ofc can ex-
ceed 2.0.

Another parameter, the ratio of peak velocity to distance,
has been considered to reflect actuator ‘‘stiffness,’’ if the sys-
tem can be represented by a second-order damped dynamical
model ~cf. Nelson, 1983; Ostryet al., 1983; Ostry and Mu-
nhall, 1985!.1 The level of stiffness may be thought of as a
relative index of the level of muscle activity that is used to
produce a movement.

In the above-referenced rate and clarity study~Adams,
1990!, normal and faster-than-normal speech was produced
with unimodal velocity profiles, while the slower-than-
normal speech had multipeaked~i.e., less smooth! velocity
profiles. Values ofc were found to decrease with increases in
speaking rate; they approachedp/2 ~1.57!, the value that is
characteristic of the sinusoidal velocity profile of the fric-
tionless mass-spring model.

Hertrich and Ackermann~1997! measured acoustic and
labial kinematic variables in a study of vowel quantity in
German. They found intersubject differences for several
measures, and interactions among the measures. The results
included: distinct linear peak velocity-distance relationships
for each quantity class, an influence of vowel quantity on the
scaling of velocity and amplitude in oral opening move-
ments, more peaked velocity profiles for long than short
vowels, and differential effects of vowel quantity on the
symmetry of velocity profiles in opening versus closing
movements. Values of parameterc were consistently greater
than p/2. Closing gestures were characterized as fast and
ballistic, and opening gestures were more sensitive to pho-
netic timing. Among other things, Hertrich and Ackermann

concluded that durational information was conveyed more
consistently by acoustic results than by movement durations.

In sum, previous studies of articulatory kinematics in-
variably have found intersubject differences. They also have
shown systematic relations among movement parameters,
such as velocity versus distance, that are characteristic of
other types of movements and may be used to make some
inferences about aspects of the underlying control. Accord-
ing to a cost analysis of uniaxial frictionless movements,
peak velocity may be used as a relative index of effort. The
ratio of peak velocity to distance may be used to indicate
relative levels of muscle stiffness underlying the movements.
The ratio of peak velocity to average velocity~c! can also
reflect relative effort, but only if the movements being com-
pared have smooth, symmetrical velocity profiles and have
the same duration. On the other hand, if movements are not
smooth or symmetrical~i.e., have acceleration and decelera-
tion phases of different durations! and they have relatively
high values ofc ~approaching and exceeding 2.0!, the simple
modeling framework may not be an entirely suitable tool of
analysis.

III. METHODS

Based on the preceding background, a study was con-
ducted of measures of effort and other movement character-
istics in six speaking conditions, using data from utterances
elicited from seven subjects in those conditions.

A. Subjects, speech materials, and data acquisition

The subjects were seven young adult speakers of Ameri-
can English without speech or hearing deficits or pronounced
regional dialect, three females and four males.

The subjects read short sentences containing CVC
‘‘test’’ words in six different speech conditions. Utterances
were of the form ‘‘say C1VC2 again,’’ where C1VC2 is
‘‘bob,’’ ‘‘dod’’ or ‘‘gog,’’ with stress on the CVC word. The
three test words were selected to investigate the effect of
articulator ~lower lip, tongue blade, tongue body! on the
movements.~It is acknowledged that the movements of all
three articulators are influenced by mandible movements: the
lower lip is the most influenced and the tongue body is the
least influenced. However, these influences of the mandible
are not examined in the current study.! Both the opening
movement toward the V1 target and the closing movement
toward C2 were examined to investigate the effect of move-
ment type.2 Normal speech was elicited by asking the sub-
jects to pronounce the utterances at a ‘‘conversational’’ pace.
Fastspeech was elicited by asking the subjects to pronounce
the utterances at what they perceived as twice their normal
rate.Slowspeech was elicited by asking the subjects to pro-
nounce the utterances at what they perceived as half their
normal rate.Clear speech was elicited by telling the subjects
that someone in the next room was checking their pronun-
ciation and they would be rewarded according to the number
of utterances pronounced correctly.~Speaking louder was
discouraged; articulating clearly was encouraged.! A rapid
1clear condition rewarded the subjects for a combination of
brevity and number of correctly pronounced tokens. Finally,
in a casual condition, called ‘‘informal,’’ subjects were
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shown a number of 434 matrices~one at a time!, with each
cell containing a test word and a number~1–4!, and the
columns labeledA–D. The subject was asked to tell a lis-
tener how to number a similar~un-numbered! matrix by say-
ing, for example, ‘‘One is the ‘bob’ inA, the ‘dod’ in C, the
‘gog’ in D... . Two is the gog inB, the dod inD,...@etc.#.’’ In
this condition the subject was not rewarded for clarity and
was told not to worry about mistakes; the resulting utterances
were judged informally to be quite casual in nature.

There were 15 repetitions of each utterance in each con-
dition. Utterances containing the three CVC words were in-
terspersed randomly with repetitions of utterances containing
other CVC words and alternative stress patterns that were
designed to explore the acoustic and kinematic effects of
stress, vowel quality, and consonant place and manner of
articulation~not covered in the current report!. The full cor-
pus included approximately 1400 utterances and took ap-
proximately 45 minutes to produce.

Recordings were made of the acoustic signal and dis-
placement versus time signals from small (5 mm long
32.5 mm diam) coils placed in the midsagittal plane on the
lips, tongue and mandible, as transduced by an ElectroMag-
netic Midsagittal Articulometer~EMMA ! system ~Perkell
et al., 1992!. The transducer coils were mounted with adhe-
sive on the vermilion border of the upper lip~UL! and lower
lip ~LL !, the gingival papilla between the two lower central
incisors, the tongue body dorsum about 5 cm from the tip
~called tongue back, TB!, and the tongue blade about 1 cm
from the tip ~called tongue front, TF!. Additional transduc-
ers, on the bridge of the nose and upper incisor, were used as
a maxillary frame of reference to define the coordinate sys-
tem of movements of the other transducers. A directional
microphone was suspended 14 inches from the subject’s
mouth. Utterance materials were presented, 10 items at a
time, on sheets of paper hanging in front of the subject. After
a short period of adaptation, the presence of the transducers
was judged aurally to have a negligible effect on the sub-
jects’ utterances.

B. Signal processing, data extraction, and data
analysis

Each channel of movement signal was digitized at 312.5
samples per second~aggregate rate for 32 channels, 10 kHz!,
and the speech signal was sampled at 10 kHz after being
low-pass filtered at 4.5 kHz. During the subsequent signal
processing, articulatorx ~horizontal! and y ~vertical! dis-
placements in the midsagittal plane were calculated from the
EMMA output voltages~see Perkellet al., 1992!. The dis-
placement signal was low-pass filtered with an FIR filter that
began to roll off at 13 Hz and was greater than 60 dB down
at 22 Hz. Then, velocity and acceleration in thex and y
directions were computed by differentiating the low-pass fil-
tered displacement vs time signals with a backward differ-
ence approximation~computing the difference between adja-
cent values divided by the time step, 3.2 ms!. Following
differentiation, the resulting velocity and acceleration signals
were low-pass filtered with an FIR filter that began to roll off
at 38 Hz and was greater than 60 dB down at 47 Hz.

To check the validity of the EMMA data and look for
long-term trends that could include fatigue effects, we exam-
ined time-series plots of thex andy values and the EMMA
misalignment correction index~Perkellet al., 1992! for each
transducer, extracted at the time of the beginning of each
token. We also examined midsagittalx–y plots of the same
data. Abrupt changes and long-term drift in the time series
and outlying points in thex–y display were few in number;
they were noted and the corresponding data were removed
from subsequent analyses.

Figure 2 illustrates the data extraction procedures; it
shows signals for a portion of the utterance ‘‘Say gog again,’’
spoken in the normal condition. The acoustic signal@panel
~A! of Fig. 2# was labeled manually in two stages:~1! iden-
tification of the tokens and~2! marking of three acoustic
events: the beginning ofC1 (C1beg), the release burst for
C1 (C1rel), and the beginning ofC2 (C2beg), the same as
the end of the vowel. The labeling process included the au-
tomatic extraction of vowel duration and SPL~measured
from the midvowel RMS amplitude, relative to a calibration
signal!.

Panel~C! of Fig. 2 shows thex–y trajectory of a trans-
ducer coil on the tongue body for the utterance. Data were
extracted from the C1–V opening~between 3 and 4 on the
trajectory! and the V–C2 closing ~between 4 and 5! move-
ments in each of the CVC words~the carrier wordsaywas
not analyzed!. As exemplified in the figure, the movement
paths were slightly curved; however, for the current pur-
poses, it is assumed that to a first approximation, such move-
ments can be analyzed according to the model of single-axis
movements discussed above. In order to adapt the analysis
framework described in the background to slightly curved,
two-dimensional~2D! movements, it is assumed thatpeak
speedand distance along the path of the 2Dmovements
correspond respectively topeak velocityand distance of
single-axis movements.

Movement speed was computed according to the for-
mula

Speed5Avx
21vy

2,

wherevx5dx/dt andvy5dy/dt. The magnitude of the ac-
celeration signal was computed according to

Acceleration magnitude5A~dvx /dt!21~dvy /dt!2.

Data were extracted algorithmically from movements of
the tongue body transducer for the word ‘‘gog,’’ the tongue
front transducer for ‘‘dod’’ and the lower lip transducer for
‘‘bob.’’ Movement events were identified algorithmically in
the speed versus time traces, as exemplified in panel~B! of
Fig. 2 for the tongue-body transducer. The vertical arrows
indicate the times of the labeled acoustic events@shown in
part ~A!#; the asterisks show the algorithmically identified
velocity peaks for the movements; and the numbered circles
along the bottom axis show the algorithmically identified
times of tongue movement beginning~3 and 4! and end~2, 4,
and 5!. @Events 2–5 are also indicated on thex–y trajectory
in Panel ~C!.# As explained below, three movements are
marked in the figure with symbols; however, only the second
and third movements are analyzed and discussed.
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To identify each movement, its speed peak was found in
relation to a nearby acoustic event; then movement begin-
ning and end points were identified as the minima immedi-
ately preceding and following the peak. By definition, this
approach yielded one speed peak per movement. In some
cases, the end of one movement was the same event as the
beginning of the next. This is illustrated in panel~B! by the
circle numbered 4, which is at the end of the opening move-
ment and at the beginning of the closing movement. In other
cases the two events were different: the end of the closing

movement for C1 ~shown by circle 2! occurs prior to the
beginning of the opening movement for the vowel~circle 3!.
The time interval between events 2 and 3 is called an ‘‘in-
termovement interval.’’ It contains small, low-speed move-
ments of the transducer that occur during consonant closure.
Although an example is not shown in the figure, intermove-
ment intervals also occurred at maximum vowel opening,
when the articulator paused briefly between the opening and
closing movements. Both types of intermovement intervals

FIG. 2. ~A! The acoustic signal for part of the utterance ‘‘say gog...’’ in the normal speaking condition.~B! Speed versus time for a transducer on the tongue
body. The vertical arrows indicate the times of the acoustic events; the asterisks show algorithmically identified velocity peaks for the opening andclosing
movements, and the numbered circles along the bottom axis show the algorithmically identified times of movement beginning and end.~C! Thex–y trajectory
for the tongue body transducer.
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~during C1 closure and during maximum V opening! oc-
curred more often at low speaking rates. Since speed in-
cludes x and y components of velocity, it almost never
reaches a zero value~cf. Mooshammer, Hoole, and Ku¨hnert,
1995!.

From examining a number ofx–y trajectories marked as
in panel~C!, Fig. 2, it was inferred that the end of the closing
movement for the preceding consonant,C1 ~event 2!, corre-
sponded approximately to the time that the tongue body or
blade collided with the hard palate~or the two lips collided
with one another!. The beginning of the opening movement
for the vowel~event 3! corresponded approximately to when
the articulators were breaking contact at consonant release.

As the algorithm was being run, it displayed each speed
trace with decisions marked on the computer screen@similar
to panel~B! in Fig. 2, but with 16 tokens to a screen#. Visual
inspection revealed ubiquitous nonzero speed values at
movement beginning and end points and frequent intermove-
ment intervals, as mentioned above. There were also some
more variable traces for which the algorithm failed; there-
fore, the experimenter observed every decision and noted the
tokens in which the extraction was not successful. Those
tokens were later eliminated from further analysis.@The
original data extraction also included theC1 closing move-
ment, between circles 1 and 2 in Fig. 2~B!. Because of
context-related variability in this movement, it is not in-
cluded in the current report. However, a failure to correctly
extract data from any of the three movements was cause for
rejection of a token.# Usually, 13 to 15 of the 15 tokens in
each condition were analyzed successfully; the minimum
was nine.3

The following parameters were extracted and calculated
for each opening and closing movement:

~1! movement duration,
~2! distance along thex–y path,
~3! peak speed ~maximum speed reached during a

movement!—a relative measure of effort,
~4! peak speed/distance—a relative index of the ‘‘stiffness’’

of underlying muscle contraction,
~5! c5peak speed/average speed, where average speed

5distance/duration,
~6! number of peaks in the acceleration magnitude

signal—an index of the lack of movement smoothness,
~7! symmetry of the speed profile, measured by the percent-

age of the movement duration spent in acceleration
~where 50% represents true symmetry!,

~8! movement curvature ratio~distance along the actual
trajectory/straight-line distance between the movement
end points!.

To investigate the main hypothesis, clear-condition
speech is produced with greater effort than normal-condition
speech, the data were analyzed for each subject individually
in the following ways.

~1! Six three-way repeated-measures ANOVAs were per-
formed for each subject. In each ANOVA, the main effects
tested were for speech condition~clear versus normal!,
movement~opening versus closing!, and articulator~tongue

back, tongue front, and lower lip! and their interactions. The
six dependent variables were acoustic vowel duration, SPL,
and the first four movement parameters listed above.

In order to compare the strengths of the main effects in
the ANOVAs, it was necessary to correct the values ofF for
their variable degrees of freedom. In general, the numerical
value of a test of significance reflects the product of the size
of the effect and the size of the study. Specifically, we used
the measure eta-square~Young, 1993!: F5(h2/12h2)* ~df
error/df means!

~2! The mean values are compared in bar plots, with
significant differences indicated by showing the values of
h23100, which indicates the percentage of variance ac-
counted for in the comparison.

~3! Data from all of the conditions are examined graphi-
cally in a peak speed, distance, duration ‘‘performance
space,’’ in which bounding parameter values are determined
by the above-mentioned second-order model~Nelson, 1983;
Nelsonet al., 1984!.

To explore the validity of using the undamped linear
spring model, values of movement parameters 5–8~above!,
as well as occurrences of intermovement intervals are con-
sidered in relation to the model’s underlying assumptions.

IV. RESULTS

The main focus of this study is the difference in kine-
matic parameters between normal and clear speech. These
differences are analyzed most extensively and are then com-
pared with kinematic parameters from other speech condi-
tions in a more limited analysis.

A. Differences between the clear and normal speech
conditions, opening and closing movements
and articulator

The top half of Fig. 3 is a plot of mean values of vowel
acoustic duration~in seconds! for the seven subjects, com-
paring the clear condition~unfilled bars! with the normal
condition ~shaded bars!. The error bars show one standard
error about the mean. The data for each bar are averaged
across all repetitions of the tokens in the condition for the
three test words, bob, dod, and gog. For each significant
main effect in the ANOVA (p<0.05), the percentage of vari-
ance accounted for by the effect is shown above the pair of
bars. The range of mean duration values across subjects and
conditions is about 0.11 s to 0.22 s. The figure shows that for
subjects 1, 2, 3, 6, and 7, the clear condition vowels were
significantly longer than in the normal condition.

The bottom half of Fig. 3 shows mean values of SPL~in
dB!, plotted in the same way as in the top half of the figure.
The range of means across subjects and conditions is about
68 to 77 dB. The figure shows that subject 5 spoke with more
volume in the clear condition~in spite of the instruction to
avoid speaking louder!. Subjects 1 and 3 actually spoke more
softly in the clear condition~perhaps because of the instruc-
tion to avoid speaking louder!.

Mean peak speed values ranged from about 14 to 35
cm/s. The top panel of Fig. 4 shows mean peak speed~in
cm/s! for the clear versus normal condition, averaged across
movement and articulator and plotted as in Fig. 3. It shows
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that subjects 3, 4, and 6 used faster movements in the clear
than in the normal condition. The middle panel shows mean
peak speed values for opening~shaded bars! vs closing~clear
bars! movements, averaged across condition and articulator.
It shows that subjects 1, 2, 3, 6, and 7 had faster closing than
opening movements and subjects 4 and 5 had faster opening
than closing movements. The bottom panel compares mean
speed values for the lower lip~dark bars!, tongue front~light
bars!, and tongue back~clear bars! averaged across condition
and movement type. It shows that tongue back movements
were fastest for subjects 1, 4, and 7; tongue front movements
were fastest for subjects 5 and 6 and lip movements were
fastest for subjects 2 and 3.

Figure 5 shows mean values of movement duration~s!,
plotted in the same way as in Fig. 3. Movement duration
means ranged from about 0.07 s to 0.17 s. The top panel
shows that subjects 2, 3, 4, 6, and 7 produced the clear con-
dition with longer duration movements than the normal con-
dition and subject 5 produced the clear condition with
slightly shorter movements than the normal condition. The
middle panel shows that opening movements were longer
than closing movements for all the subjects, and the bottom
panel shows intersubject differences in the ordering of move-
ment duration by articulator.

Figure 6 shows mean values of movement distance~cm!,
plotted as in Fig. 4. Mean values of distance ranged from
about 1 to 2 cm. The top panel shows that subjects 3, 4, and
6 produced the clear condition with larger movements than
the normal condition. The middle panel shows that all sub-
jects used larger opening than closing movements, and the

bottom panel shows subject-specific differences in the order-
ing of distance by articulator. Although each C1VC2 is sym-
metric, the movement paths for C1V and VC2 are different
and do not overlap@e.g., Fig. 2~C!#. This is presumably due
to the anatomical arrangement of the different muscle groups
that are used for opening and closing movements, as well as
some muscle interaction~co-contraction!. For example, dur-
ing the production of the CVC, ‘‘gog,’’ the anterior genioglo-
ssus and hyoglossus muscles depress the tongue body for the
opening movement and the styloglossus, posterior genioglo-
ssus and mylohyoid muscles raise the tongue body for the
closing movement toward the hard palate~Maeda and
Honda, 1994!. Based on the anatomy and modeling work
~Perkell, 1996!, the directions of the resultant force vectors
for the tongue lowering and tongue raising muscle groups
cannot be equal and opposite to one another over the courses
of the lowering and raising movements. Velar consonants, as
illustrated in Fig. 2~C!, are almost always produced with
some sliding contact in which the tongue body moves in the
anterior direction~Mooshammeret al., 1995!. A comparison
of the bottom panels in Figs. 4~peak speed! and 6 shows that
the ordering of peak speed by articulator parallels that of

FIG. 3. Top half: Mean values of vowel duration~in seconds! for the seven
subjects, comparing the clear condition~unfilled bars! with the normal con-
dition ~shaded bars!. The error bars show one standard error about the mean.
The data for each bar are averaged across movement and articulator. For
each significant main effect in the ANOVA (p<0.05), the percentage of
variance accounted for by the effect is shown above the pair of bars. Bottom
half: Mean values of SPL~in dB!, plotted in the same way as in the top half.

FIG. 4. Top panel: Mean peak speed~in cm/s! for the clear versus normal
condition, averaged across movement and articulator and plotted as in Fig.
3. Middle panel: mean peak speed values for opening~shaded bars! versus
closing ~clear bars! movements, averaged across condition and articulator.
Bottom panel: Mean peak speed values for the lower lip~dark bars!, tongue
front ~light bars!, and tongue back~clear bars! averaged across condition
and movement type.
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movement distance for the different subjects, reflecting the
commonly found linear relationship between velocity and
distance.

Figure 7 shows mean values of peak speed/distance
~s21!, a relative indicator of muscle stiffness, plotted as in
Fig. 4. The top panel indicates that subjects 2, 6, and 7 used
less muscle stiffness in the clear than the normal condition
although the effect was strong only for subject 6. The middle
panel shows that muscle stiffness was greater for closing
than opening movements for all the subjects, and bottom
panel shows intersubject differences in the ordering of stiff-
ness by articulator.

Table I summarizes the observations made from Figs.
3–7 about the differences between the clear and normal con-
ditions. It shows the percent of variance accounted for by
significant main effects in the ANOVAs, in which the clear
condition had greater mean parameter values than the normal
condition. The rows correspond to: peak speed, movement
duration, movement distance, peak speed/distance, vowel du-
ration and SPL. The columns correspond to subjects. Per-
centage values of 80 or higher are shown in boldface. For
cases in which the mean parameter value was greater in the
normal than in the clear condition, the percent value is en-
closed in braces; all but one of these main effects were rela-

tively weak. The table shows that for the clear condition,
Subjects 3, 4, and 6 increased peak speed, movement dura-
tion and movement distance~also see Adams, 1990!. It is
likely that the co-occurrence of changes in these three pa-
rameters reflects the commonly found relations among pairs
of these parameters~see Background!. Subject 6 had the
largest number of significant parameter changes, including
the only strongly significant change in peak speed/distance, a
decrease in the clear condition. Subjects 1, 2, and 7 mainly
employed longer vowel duration for the clear condition and
subjects 2 and 7 also lowered peak speed/distance slightly.
Subject 5 increased SPL. Thus, there were substantial differ-
ences among the speakers in the way they produced the test
utterances in the clear condition compared to the normal con-
dition.

B. Examination of data from additional conditions in
a peak speed, distance, duration performance
space

In order to gain further insight into whether the above
observations reflect increased effort in the clear condition for
subjects 3, 4, and 6, and to compare the normal and clear

FIG. 5. Top panel: Mean values of movement duration~s!, plotted as in Fig.
4. Middle panel: Mean durations for opening~shaded bars! versus closing
~clear bars! movements, averaged across condition and articulator. Bottom
panel: Mean durations for the lower lip~dark bars!, tongue front~light bars!,
and tongue back~clear bars! averaged across condition and movement type.

FIG. 6. Top panel: Mean values of movement distance~cm!, plotted as in
Fig. 4. Middle panel: Mean distances for opening~shaded bars! versus clos-
ing ~clear bars! movements, averaged across condition and articulator. Bot-
tom panel: Mean distances for the lower lip~dark bars!, tongue front~light
bars!, and tongue back~clear bars! averaged across condition and movement
type.
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conditions with the other speech conditions, the data are ex-
amined in a peak speed, distance, duration ‘‘performance
space.’’

Figure 8 plots peak speed, distance and duration for
tongue blade opening movements for subject 6. Each symbol
in the plot represents a single movement; different symbols
identify data from the speech conditions:N for normal,C for
clear, S for slow, F for fast, R for rapid1clear, andI for
informal. ~Each data value lies at the lower left corner of the
symbol.! The concave surface represents a limiting bound for
movements of the one-dimensional, frictionless dynamical
system with an acceleration limit of 1.5 g;4 optimized to

minimize the impulse cost~Nelson, 1983!. Parameter values
that define the surface are calculated according to the equa-
tion that describes minimum-impulse movements:

Vm5~TU/2!2A~TU/2!22DU,

whereT andD are the movement duration and distance re-
spectively, andU is the maximum acceleration limit@Eq.
~10!, p. 138; Nelson, 1983#. As U increases, the height of the
surface decreases. A value of 1.5 g forU is adequate to
include speech movements with the highest acceleration val-
ues measured in the current study~see also Nelsonet al.,
1984!. All actual data points must lie above the bounding
surface because they cannot be frictionless and generally are
not of the minimum-impulse form.

For slow-condition movements, there is little change of
distance with a change in duration~time!; however, for faster
movements in the other conditions, the data are distributed in
a roughly linear fashion above a ‘‘knee’’ in the bounding
surface, beyond which the effort gradient begins to increase
sharply. According to Nelson~1983, p. 142!, if ‘‘movements
can be characterized as having an economy of effort as well
as time, they should be located above the knee region of this
surface, where a reasonable trade-off between effort and time
is possible.’’

FIG. 7. Top panel: Mean values of peak speed/distance, plotted as in Fig. 4.
Middle panel: Mean values of peak speed/distance for opening~shaded bars!
versus closing~clear bars! movements, averaged across condition and ar-
ticulator. Bottom panel: Mean values of peak speed/distance for the lower
lip ~dark bars!, tongue front~light bars!, and tongue back~clear bars! aver-
aged across condition and movement type.

TABLE I. Percent of variance accounted for by significant effects in ANOVAs (p<0.05).

Effect ~boldface: %>80) Subject

Clear.Normal $opposite% 1 2 3 4 5 6 7
Peak speed ~Fig. 4! 83 98 93
Movement duration ~Fig. 5! 75 77 64 $40% 94 71
Movement distance ~Fig. 6! 84 97 95
Peak speed/distance ~Fig. 7! $61% ˆ95‰ $44%
Vowel duration ~Fig. 3! 90 89 71 96 51
SPL ~Fig. 3! $44% $66% 86

FIG. 8. Values of peak speed, distance and duration for tongue blade open-
ing movements for subject 6. Each symbol represents a single movement;
different symbols identify data from the speech conditions:N for normal,C
for clear,S for slow, F for fast, R for rapid1clear, andI for informal. The
concave surface represents a minimum ‘‘effort’’~peak speed! bound for a
one-dimensional, frictionless dynamical model with an acceleration limit of
1.5 g.
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Figure 9 shows distance vs duration plots of tongue-
front ~blade! opening movements for the seven subjects.
These are ‘‘top-down’’ views of the 3D minimum-impulse-
cost performance space that is exemplified in Fig. 8. In each
plot the solid curve on the left represents a theoretical
minimum-time~maximum acceleration! limit of 1.5 g. It cor-
responds to a top-down view of the left edge of the 3D sur-
face where the surface becomes virtually vertical. The
minimum-time solution is defined by

Tmin52AD/U.

The straight lines radiating from the minimum time limit
show ‘‘iso-effort’’ ~iso-peak speed! contours that represent
the intersection of the bounding surface shown in Fig. 8 with
a horizontal plane at different heights~values of peak speed!.
Corresponding to the increasing height of the surface in Fig.
8, these iso-effort contours show a gradient that increases
sharply as the minimum-time bound is approached, reflecting

FIG. 9. Distance versus duration plots of tongue-front~blade! opening movements for the seven subjects in ‘‘top-down’’ views of the 3D performance space
shown in Fig. 8. In each plot the solid curve on the left represents a theoretical minimum-time~maximum acceleration! limit of 1.5 g. The straight lines
radiating from the minimum time limit show ‘‘iso-effort’’~iso-peak speed! contours that represent the height of the bounding surface in Fig. 8.
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increasingly larger levels of effort. Actual movement points
have to lie to the right of the bound. In general, the slow
condition data~S! lie in separate groups to the right of the
other data, indicating the longest durations. Compared to the
other data, the slow condition data also appear to show less
variation in distance with variation in duration. Post-hoc
planned contrasts showed significant differences between the
slow condition data and all of the other conditions grouped
together for almost every parameter and subject. In addition,
the slow movements had approximately twice as many ac-
celeration peaks as the other movements, i.e., they were less
smooth than the other movements~also see Weinekeet al.,
1987!.

Movements in the other conditions have shorter dura-
tions; their data tend to be distributed along a bounding iso-
peak-speed~effort! contour, the level of which differs among
the subjects. Along the contour, movement duration tends to
vary linearly with movement distance. The level of the lim-
iting peak speed contour shown in Fig. 9 ranges from a low
of 60–80 mm/s for subjects 3, 1, and 2 to a high of about
180 mm/s for subjects 5 and 4, with subjects 6 and 7 falling
in between. There is a great deal of overlap among the data
from the different conditions, except for slow.

Such plots were similar in form for the other articulators
and for closing movements~not shown!, although the data
values differed somewhat~as demonstrated above in Sec.
IV A !.

Figure 10 shows the same kind of plots for tongue front
opening movements as in Fig. 9, but the data for each con-
dition are represented by a single symbol at the centroid of
the distribution for the condition. A convex hull shows the
outer limits of all of the underlying individual data points.
The overall amount of variation in the data differs among the
subjects; subject 6’s data have about twice the range of dis-
tance and duration as subject 3’s data. For subjects 3, 4, and
6, the centroid of the clear condition data~C! lies at a some-
what higher iso-effort level than the normal condition data
~N!. This result is consistent with the observations in Sec.
IV A of higher values of peak speed, duration, distance and
parameterc for these subjects. For all except subject 3, the
centroid of the slow condition data lies at a lower iso-effort
level than the other data. For all except subject 5, the cen-
troids for the fast~F! and/or rapid1clear~R! data lie furthest
to the lower left of the plots; however there are only two
examples in which iso-effort levels are obviously higher for
the F or R centroids than for the other conditions~F for
subject 1,R for subject 6!. Consistent with the observations
made in Sec. IV A, subject 5’s movement data do not differ
among conditions aside from the slow condition.

Table II summarizes observations from plots like Fig. 10
for all three articulators and opening and closing movements.
A 1 sign indicates that the clear condition centroid was at
least one iso-effort level~20 mm/s! higher than the normal
condition centroid. A1 in parentheses indicates that the
clear condition was about one-half an iso-effort level~10
mm/s! higher than the normal condition centroid. The table
shows that the observations made from Fig. 10 for tongue
front opening movements are largely representative of the
data for the other articulators and closing movements, with

subject 4 showing the most consistent effects across move-
ment type and articulator.

C. Movement characteristics that differ from
assumptions of the model

As observed above for subjects 3, 4, and 6, the pattern of
differences for the acoustic and kinematic measures is gen-
erally consistent with the hypothesis that movements in the
clear condition~with respect to the normal condition! are
characterized by higher peak speed, indicating greater effort.
The movements for these subjects also have longer move-
ment durations and greater movement distances. However,
since the measures are made from 2D movements of points
on very complicated 3D structures that are interacting me-
chanically with one another, it is necessary to be cautious
about the use of a measure of effort that is based on a rela-
tively simple model. As is shown below, further analyses of
the movements indicate that a number of them fail to meet
criteria that are assumed by the model. Specifically~a! many
movements are not smooth~with simple acceleration and
deceleration phases!, ~b! their velocity profiles are not sym-
metrical ~with equal amounts of time spent in acceleration
and deceleration!, and~c! as discussed above, their paths are
not straight. These factors are examined in the following
analyses, with the exclusion of data from the ‘‘informal’’
condition ~which was not produced by one subject! or the
‘‘slow’’ condition ~in which movements had about twice as
many acceleration peaks as in any of the other conditions!.

To indicate movement smoothness, Fig. 11 shows the
distribution of the number of peaks in the acceleration mag-
nitude signal~representing both acceleration and decelera-
tion phases of the movements!. Data from all seven subjects
for opening and closing movements are grouped together.
Smoother movements have lower numbers of acceleration
peaks. About 60% of the movements have two acceleration
magnitude peaks, which is expected for smooth movements
with single acceleration and deceleration phases and is as-
sumed by the model. About 12% of the movements have
only one acceleration magnitude peak. These occurred pri-
marily in the fast and rapid1clear conditions, most likely
because the acceleration peak responsible for the accelera-
tion phase occurred just before the algorithmically identified
movement beginning. The remaining 28% of the movements
had more than two acceleration magnitude peaks, which
were related to small inflections in the movement and veloc-
ity signals. Similar plots were examined by subject, condi-
tion, and movement type. The distribution shapes differed
only slightly among the subjects; the clear condition had a
somewhat larger proportion of movements with more than
two acceleration magnitude peaks than the normal, fast or
rapid1clear conditions; and opening movements showed a
somewhat larger proportion of movements with more than
two peaks than closing movements. In sum, a significant
number of movements~even excluding slow movements!
were not entirely smooth, contrary to one of the assumptions
of the undamped linear spring model.

To examine the symmetry of the movement speed pro-
files, Fig. 12 shows the distribution of values of a measure of
symmetry of the speed trace, the amount of time spent in
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acceleration as a percentage of the movement duration, for
both opening and closing movements. The distribution is
quite broad, with substantial numbers of movements occur-
ring in bins that span the range from 38% to 70%. Although
movements in the fast condition were more symmetrical than
in other conditions, this result indicates that most of the
speed profiles were far from symmetrical.

The occurrence of an inter-movement interval preceding
a vowel opening movement indicates that the identified be-
ginning of the opening movement corresponded to the break-
ing of articulatory contact, rather than the actual onset of the
underlying opening gesture. Among the 840 opening move-
ments in the normal, clear, fast and rapid1clear conditions,
171 were preceded by intermovement intervals. In other

FIG. 10. Distance versus duration plots of tongue-front~blade! opening movements for the seven subjects, as in Fig. 9, with the data for each condition
represented by a single symbol at the centroid of the distribution for the condition. A convex hull shows the outer limits of all of the underlying individual data
points.
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words, for 20% of the tokens~excluding slow!, the measured
characteristics of the opening movement must have been in-
fluenced by articulatory contact during the preceding conso-
nant. It is very likely that the actual beginning of the opening
movement occurs during the closure and is obscured by it.
Consistent with these observations, Lo¨fqvist and Gracco
~1997! speculate that the spatial target for movements in-
volving articulatory contact is at a virtual location beyond
the place of contact.~Also see Westbury and Hashi, 1997.!

Movement curvature was quantified with the ‘‘curvature
ratio,’’ the ratio of the integrated distance along the move-
ment path to the straight-line distance between the two
movement end points. While most of the movements fol-
lowed relatively straight paths, with curvature ratios less than
1.1, 17% of the movements~281 of 1680! had ratios greater
than 1.1, ranging up to about 1.4.

Consistent with the preceding observations, across the
normal and clear data sets for all seven subjects, mean values
of parameterc ranged from about 1.6 to 2.2. The occurrence
of values approaching and exceeding 2.0 is a further indica-
tion that at least some of the movements do not meet the
model’s assumptions. Other studies have also reported values
of c that exceed 2.0~cf. Adamset al., 1993; Shaimanet al.,
1997!, possibly for the same reasons.

These results indicate that a significant proportion of the
movements do not strictly meet the criteria required for mak-
ing inferences about underlying control and articulatory ef-
fort from a kinematic analysis based on the linear, friction-
less mass-spring model.

V. SUMMARY AND CONCLUSIONS

Three of the seven speakers~subjects 3, 4, and 6! re-
sponded in an expected way to the instructions. In the clear
condition they used higher peak speeds, longer movement
durations and greater distances. The performance space
analysis indicated that these three subjects used increased
effort ~peak speed! in the clear condition. The data from
these threeS’s therefore, support the hypothesis that clear
speech is produced with greater effort than normal speech.
On the other hand, subjects 1, 2, and 7 mainly used vowel
duration increases for the clear condition, and subject 5
mainly used an SPL increase. Changes in peak speed/
distance~an indirect index of relative stiffness of underlying
muscle contraction! were less consistent and the three sig-
nificant ones were in the negative direction.

A consistent outcome was that slow-condition move-
ments are very different from those elicited in the other con-
ditions. According to the performance space analysis, they
are produced with less effort because their longer durations
are not accompanied by proportionally larger distances. They
are also less smooth than movements in the other conditions.
These results are consistent with others~cf. Adams, 1990!
and indicate that such slow movements may be un-natural
for normal speakers~Weineke et al., 1987!. The lack of
smoothness of slow movements may reflect some physi-
ological lower limit, although such an idea would require
further investigation.

It has been speculated that articulator size would influ-
ence articulatory kinematics~see review in Perkell, 1997!.
For example, it might be expected that movements of the
tongue body would be slower than those of the much smaller
tongue blade. Contrary to this speculation, there was inter-
subject variation in which articulator showed the highest val-
ues of peak speed, movement duration, distance, peak speed/
distance and parameterc. It is possible that these subject by
parameter interactions for articulator are conditioned prima-
rily by subject differences in distances moved by the tongue
body, tongue blade and lips. Such differences may be due to
habit, as appears to be the case for readily observed cross-
speaker differences in the range of vertical mandible move-

FIG. 11. The distribution of the number of peaks in the acceleration mag-
nitude signal for the movements including all the speech conditions except
‘‘informal’’ and ‘‘slow.’’

FIG. 12. The distribution of values of a measure of symmetry of the speed
trace, the amount of time spent in acceleration as a percentage of the move-
ment duration. Opening and closing movements from all subjects in all
conditions but ‘‘informal’’ and ‘‘slow’’ are included.

TABLE II. Cases in which iso-effort for clear is greater than for normal.

Articulator Movement

Subject

1 2 3 4 5 6 7

Tongue closing 1 ~1! ~1! ~1! ~1!
Back opening ~1! 1

Tongue closing 1 1 1

Front opening ~1! 1 1

Lower lip closing 1 1

opening 1 ~1! 1
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ments during speech. They may also be due to anatomy. For
example, the amount of vertical tongue displacement differ-
entiating nonlow vowels from one another can depend on the
ratio of palatal height to width~Perkell, 1979!. As mentioned
in the introduction, Kuehn and Moll~1976! found positive
relationships across subjects between both articulatory veloc-
ity and movement displacement and the size of the articula-
tors. In the current study, the observed similar patterning of
peak speed and movement distance across subject and articu-
lator would follow from an approximately linear relation be-
tween speed and distance.

The finding that consonant-closing movements uni-
formly have shorter durations and higher values of peak
speed/distance than vowel opening movements is consistent
with the result of Hertrich and Ackermann~1997! and their
suggestion that the closing movements may be more ballistic
in nature. However, there are intersubject differences in
whether peak speed is higher for opening or for closing
movements. These findings need to be explored further in
future studies.

Further generalizations from the data are hampered by
intersubject differences and the fact that movement charac-
teristics were somewhat different from those assumed by the
underlying model. As mentioned above, the lip and espe-
cially the tongue movement data come from single points on
the surfaces of anatomically complicated structures that are
composed mostly of muscle and are interacting mechanically
with other structures. The model was used originally to ana-
lyze movements of the jaw~Nelson, 1983!, which is a solid,
relatively massive articulator and is therefore the articulator
that is most subject to dynamic constraints and effort costs. It
also has a relatively clear principal axis of motion. The fol-
lowing companion paper~Perkell and Zandipour, 2002! rep-
resents an initial step in examining the influence of the man-
dible on the kinematics of the other articulators. Another
complicating factor is the occurrence of inter-movement in-
tervals, some of which are due to articulatory contact. We
suggest that the complexity of articulatory structures and
their physical interactions, as exemplified by contact, make it
difficult to precisely quantify some important movement
characteristics with current techniques and analyses.

Several additional factors could underlie the individual
differences in the results. There could be differences in the
way the subjects interpreted the instructions and they could
differ in the way they produce and/or perceive the acoustic
correlates of clear speech. An important issue, to be ad-
dressed in future work, is the manner and extent to which
each subject produced acoustic correlates of clarity. The sub-
jects could also differ in their motor performance limits. The
following companion study explores this idea, but the results
do not resolve the issue.

It appears that more adequate tests of control strategies
for different speaking styles will depend upon further devel-
opments in the physiological–biomechanical modeling of
more complicated movements with more realistic boundary
conditions. Physiological–biomechanical simulations could
help to quantify the effects of articulatory contact and rela-
tive amounts of energy flow in the musculature. Such work
should lead to more accurate measures of physical articula-

tory effort, which would make it possible to determine the
limitations of using simple dynamical models. When more
accurate effort measures are made, it may be found that
physical cost is too simple a concept to account for changes
in speaking style, and it may be necessary consider ideas
such as motor programming complexity and psychological
factors as well. Future work should also include thorough
investigations of the sources of individual differences and
studies of the clarity-related acoustic characteristics of the
utterances and their intelligibility in the different speaking
conditions. Ultimately, as suggested by Hertrich and Acker-
mann~1997!, it may be found that the most invariant aspects
of different speaking styles are in their acoustic or perceptual
results.
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1This measure of actuator ‘‘stiffness’’ corresponds to the square root of the
stiffness factor,k, in Nelson, 1983@Eqs.~12! and~13!, p. 139 and Appendix
E#. It also relates to the natural frequency of simple harmonic motion,vn

52p/t, wheret is the duration of a complete cycle,t52 T.
2Although the data are examined for the effects of articulator and movement
type, these effects are not the primary focus of this study. They will be dealt
with in more depth in subsequent analyses of additional materials from the
corpus.

3The experiment originally included an eighth subject. His movement
speeds were higher than for any of the other subjects; however, his dis-
placement and velocity profiles were very irregular, varying so much from
one token to the next that they could not be analyzed with the algorithm.

41 g59.806 m/s2, the acceleration due to gravity.
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Economy of effort in different speaking conditions. II. Kinematic
performance spaces for cyclical and speech movements

Joseph S. Perkella) and Majid Zandipour
Speech Communication Group, Research Laboratory of Electronics, Massachusetts Institute of Technology,
Cambridge, Massachusetts 02139
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This study was designed to test the hypothesis that the kinematic manipulations used by speakers in
different speaking conditions are influenced by kinematic performance limits. A range of kinematic
parameter values was elicited by having seven subjects produce cyclical CV movements of lips,
tongue blade and tongue dorsum~/"Ä/, /$Ä/, /,Ä/!, at rates ranging from 1 to 6 Hz. The resulting
measures were used to establish speaker- and articulator-specific kinematic performance spaces,
defined by movement duration, displacement and peak speed. These data were compared with
speech movement data produced by the subjects in several different speaking conditions in the
companion study~Perkellet al., 2002!. The amount of overlap of the speech data and cyclical data
varied across speakers, from almost no overlap to complete overlap. Generally, for a given
movement duration, speech movements were larger than cyclical movements, indicating that the
speech movements were faster and were produced with greater effort, according to the performance
space analysis. It was hypothesized that the cyclical movements of the tongue and lips were slower
than the speech movements because they were more constrained by~coupled to! the relatively
massive mandible. To test this hypothesis, a comparison was made of cyclical movements in
maxillary versus mandibular frames of reference. The results indicate that the cyclical movements
were not strongly constrained by mandible movements. The overall results generally indicate that
the cyclical task did not succeed in defining the upper limits of kinematic performance spaces within
which the speech data were confined. Thus, the hypothesis that performance limits influence speech
kinematics could not be tested effectively. The differences between the speech and cyclical
movements may be due to other factors, such as differences in speakers’ ‘‘skill’’ with the two types
of movement, or the size of the movements—the speech movements were larger, probably because
of a well-defined target for the primary, stressed vowel. ©2002 Acoustical Society of America.
@DOI: 10.1121/1.1506368#

PACS numbers: 43.70.Aj, 43.60.Bk@AL #

I. INTRODUCTION

The companion paper~Perkellet al., 2002! reports on a
study of economy of effort in different speaking conditions.
For that study, kinematic and acoustic measures were made
of opening and closing movements of the lower lip, tongue
blade and tongue body for the utterances ‘‘bob,’’ ‘‘dod,’’ and
‘‘gog,’’ respectively. The utterances were spoken in carrier
phrases in different elicitation conditions~including normal
and clear! by seven speakers. The results showed inters-
peaker differences in motor strategies for implementing the
different speaking conditions. In comparison to the normal
condition, three speakers produced the utterances in the clear
condition with larger, longer duration movements that in-
volved greater effort—according to an analysis based on a
simple dynamical model~Nelson, 1983!. Three other speak-
ers mainly increased vowel duration and the seventh speaker
increased sound level.

There are several possible reasons for the interspeaker
differences. The purpose of the current study was to test the
hypothesis that such differences are due to differences in

motor performance capabilities. This study uses cyclical
speechlike movements at different rates and compares their
parameter values with those from the speech movements.
The cyclical data are used to determine kinematic perfor-
mance limits in a space defined by movement distance, peak
speed and duration, with the idea that speech movement pa-
rameters might be constrained to occur within those limits. A
comparison of the speech movement data from Perkellet al.
~2002! with the cyclical movement data in the current study
shows differences between the two types of movements.
Therefore, a secondary goal of this study is to explore one of
several possible reasons for those differences, the role of the
mandible.

II. BACKGROUND

It is generally believed that the biomechanical properties
of the articulators impose dynamical constraints that deter-
mine preferred and maximum possible rates of articulatory
movement~see review in Perkell, 1997!. For example, recent
modeling and experimental work has provided a preliminary
quantitative illustration of how the filtering action of the pe-
ripheral biomechanics and low-level control mechanisms
may account for differences in observed mandibular move-

a!Also at the Department of Brain and Cognitive Sciences, MIT and the
Department of Cognitive and Neural Systems, Boston University. Elec-
tronic mail: perkell@speech.mit.edu
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ments that otherwise might have been attributed to central
commands~cf. Ostry et al., 1996; Laboissie`re et al., 1996;
Perrieret al., 1996!.

As described in Perkellet al. ~2002!, to help make in-
ferences about the control mechanisms that underlie kine-
matic behavior, some investigators have adopted principles
from a control analysis of single-axis movements of an un-
damped, mass-spring model~Nelson, 1983; Munhallet al.,
1985; Nelsonet al., 1984; Ostry and Munhall, 1985; see
Hertrich and Ackermann, 1997, for a useful review!. In Nel-
son’s analysis, peak movement velocity~speed in the current
studies! can be considered to be a measure of effort. Perkell
et al. ~2002! also investigated another parameter, the ratio of
peak speed to distance, which has been considered to reflect
actuator ‘‘stiffness,’’ if the system can be represented by a
second-order dynamical model~cf. Ostryet al., 1983; Ostry
and Munhall, 1985!. The level of stiffness may be thought of
as a relative index of the level of muscle activity that is used
to produce a movement.

In an earlier study of cyclical movements by Westbury
and Dembowski~1993!, 30 subjects produced strings of the
syllable /!#/, /##/, and /%#/ at their maximum possible repeti-
tion rate. Across speakers and syllable types~/!#/, /##/ and
/%#/!, the maximum possible rate ranged from 4.1 to 8.7 Hz,
with little difference among articulators. The speakers’ strat-
egies ranged between two extremes: moving all of the articu-
lators, including the mandible, and moving only the primary
articulator. Across articulators, posterior tongue points
moved the most and the fastest; increasingly anterior points
moved correspondingly slower. There was a strong covari-
ance of movement distance and speed, but no relation be-
tween range of movement and cycle rate. In general, there
were a number of differences among speakers.

In measures of increasingly rapid, repetitive, speechlike
and nonspeech mandible movements from three speakers,
Nelsonet al. ~1984! found large intersubject differences in
maximum distance, duration, peak velocity and acceleration
of speech movements. Detailed analyses of distance and du-
ration data from one subject indicated that movements with
durations of 100 ms or less might have been constrained by
dynamical limits. Longer duration movements appeared not
to be constrained in this way. These results led to the hypoth-
esis that different speakers may have different performance
limits, which are partly constrained by articulatory dynamics.
The current study extends the approach of Nelsonet al.
~1984!.

III. METHODS

In the current study, we examine intersubject differences
in the relation between repetitive movements and speech
movements from Perkellet al. ~2002!.

The data were gathered from the same subjects in the
same recording sessions as those described by Perkellet al.
~2002!. Briefly, as illustrated in Fig. 1, movements were re-
corded of EMMA transducer coils placed with adhesive on
the tongue body~about 5 cm back from the tip, labeled TD,
for ‘‘tongue dorsum’’ in Fig. 1!, tongue blade~about 1 cm
back from the tip, TB in Fig. 1!, and on the vermillion bor-
ders of the upper and lower lips~UL and LL!. Two fixed

transducers, on the bridge of the nose~N! and the gingival
papilla between the upper central incisors~I!, were used as a
maxillary frame of reference~Perkellet al., 1992!.

In order to study mandible movements in more detail,
we used two mandibular EMMA transducer coils, for captur-
ing the mandible’s rotational and translational sagittal-plane
degrees of freedom~cf. Westbury, 1988; Edwards and Harris,
1990; Vatikiotis-Bateson and Ostry, 1995!. One of the man-
dibular transducer coils, labeledM1 in Fig. 1, was mounted
as usual, on the gingival papilla between the lower central
incisors. To hold a second coil at a sufficiently large distance
from the first one, we fabricated a ‘‘jaw extension,’’ based on
a dental cast of each subject’s mandible. The extension con-
sisted of a small stainless steel bar that was bent to run along
the buccal aspect of the subject’s gingival mucosa in the
molar and premolar region on the left side. It was made to
pass out of the corner of the mouth and turn toward the
midline to form a small platform in the midsagittal plane
about 2 cm in front of the lips. The second transducer, la-
beled M2 in Fig. 1 was mounted on the platform. The bar
was shaped carefully to minimize interference with labial
movements. In order to hold the bar firmly to the mandible,
its intraoral portion was embedded in a custom-made clip.
The clip was fabricated from dental acrylic and orthodontic
~spring! wire so that it fit snugly over the molar and premolar
teeth and gingival mucosa without interfering with speech
articulations.

Thus the data are analyzed in two midsagittal frames of
reference, maxillary~as in Perkellet al., 2002! and mandibu-
lar. These are illustrated schematically in Fig. 1. For the
maxillary reference frame~dashed axes in Fig. 1!, thex axis
was established parallel to the occlusal plane, determined by
briefly recording the positions of two transducer coils that

FIG. 1. A schematic illustration of transducer coil placements and the
maxilla- and mandible-based coordinate systems. The transducer coils are
represented by filled circles, labeled N~nose!, I ~upper incisors!, TD ~tongue
dorsum!, TB ~tongue blade!, UL ~upper lip!, LL ~lower lip!, M1 ~mandibular,
mounted on the lower central interincisor papilla!, and M2 ~mandibular,
mounted on a jaw clip that was attached to the mandible!. The maxilla-based
coordinate system is illustrated by dashed lines; the mandible based system,
by dotted lines. See text for details.
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are attached to a plastic bite plate that the subject holds
lightly between the upper and lower teeth. The origin is the
location of a point just anterior to the edges of the upper
central incisors~the anterior coil on the bite plate!. The y
~vertical! axis passes through the origin and is perpendicular
to thex axis. Positivex values are in the anterior direction.
For the mandibular reference frame, thex axis is parallel to
the occlusal plane when the teeth are closed on the bite
plane; they axis is perpendicular to thex axis. As schema-
tized by the dotted axes in Fig. 1, the mandibular reference
frame translates and rotates according to the movements of
the two mandibular transducer coils. Unless stated otherwise,
the movement data described below are in themaxillary ref-
erence frame.

For this study, the subject was presented with a periodic
auditory stimulus from a metronome at 1, 2, 3, 4, 5, and 6
times per second~with rates arranged in semirandom order!.

At each rate, the subject pronounced a smooth, continuous
string of approximately 8–10 syllables: /"Ä"Ä"Ä.../ or
/$Ä$Ä$Ä.../ or /,Ä,Ä,Ä.../, keeping time with the stimulus
signal as well as possible.

Signal processing was the same as is described in Per-
kell et al. ~2002!, except that the kinematic signal values
were computed in both the maxillary and mandibular frames
of reference. To calculate signal values in the mandibular
frame of reference, for each frame of data, the signal pro-
cessing calculated the amount of translation and rotation of
the mandible relative to the maxilla-based coordinate system.
Then, eachx andy value for the LL, TD, and TB transducers
was transformed into the mandibular coordinate system.

Figure 2 shows the acoustic signal, vertical displace-
ment, and speed signals versus time for lower lip movements
~in the maxillary reference frame! for three /"Ä/ syllables

FIG. 2. The acoustic signal~top
panel!, vertical displacement~middle
panel!, and speed~bottom panel! sig-
nals versus time for lower lip move-
ments ~in the maxillary reference
frame! for three /"Ä/ syllables pro-
duced at a 3 Hzrepetition rate by sub-
ject 5. The asterisks indicate peak
speed events and the circles indicate
movement beginning and end events.
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produced at a 3 Hz repetition rate by subject 5. Because of
the cyclical nature of the task, the opening and closing move-
ments were delineated somewhat differently from the speech
movements in the preceding study~Perkellet al., 2002!. For
the cyclical task, the beginning and end times of individual
opening and closing movements were defined by local
minima in the speed trace, marked by circles in the figure.
Even when there were multiple local minima at a time of
maximum opening or closure~as shown for the end of the
opening movements at about 0.74, 1.1, and 1.45 s!, the end
of one movement and beginning of the next was always de-
fined as the same event: the local minimum with the lowest
value. There is always one major local maximum, the speed
peak, and there can be one or more small local maxima
around the movement beginning and/or end~as shown
around 0.73, 1.09, and 1.47 s!.1 For each movement, the peak
speed event is marked by an asterisk in the figure. It is evi-
dent from irregularities in the speed profile that the move-
ment durations are not completely uniform from cycle to
cycle, despite the rhythmical nature of the task.

As described in Perkellet al. ~2002!, the following pa-
rameters were extracted from the kinematic signals:

~1! movement duration,
~2! distance along thex–y path,
~3! peak speed ~maximum speed reached during a

movement!—a relative measure of effort,
~4! peak speed/distance—a relative index of the stiffness of

underlying muscle contraction.

IV. RESULTS

The six panels in Fig. 3 show mean values of peak speed
~cm/s! for opening and closing movements~upper and lower

rows! as a function of cycle rate~from 2 to 6 Hz! of the
lower lip, tongue blade, and tongue body~columns, from left
to right!. In each panel, values for each subject are connected
by a solid line and identified with the subject number; the
error bars show 1 standard error about the mean. Across the
data set, the mean values range between 5 and 29 cm/s. The
shapes of the functions vary considerably among subjects,
articulator and movement type~opening/closing!. There are
some examples of generally decreasing speed with increas-
ing rate~e.g., tongue body opening and closing movements
for subjects 2 and 7! and some examples of a peak at an
intermediate rate~e.g., tongue blade opening and closing
movements for subject 5!. However, many of the functions
show little or no regular pattern.

The six panels in Fig. 4 show~from left to right! mean
values of movement distance~cm!, duration ~s! and peak
speed/distance (s21) or lower lip opening and closing move-
ments~upper and lower rows!, plotted as in Fig. 3. In gen-
eral, movement distance and duration decrease with cycle
rate, as expected. Mean values of distance ranged between
0.5 and 2 cm and mean values of duration ranged between
0.07 and 0.35 s. Peak speed/distance means increased with
cycle rate, ranging from 10 to 25 s21, indicating increased
stiffness of underlying muscle contraction with increasing
rate. This is consistent qualitatively with the characteristics
of the undamped linear spring model in Nelson~1983!.

These patterns were similar for the tongue blade and
body ~not shown!.

In order to gain some insight into underlying dynamical
constraints, values of peak speed, distance, and duration are
examined in a 3D performance space~Nelson, 1983; Nelson
et al., 1984; Perkellet al., 2002!. Figure 5 plots cyclical
movement data for lower lip opening movements for subject

FIG. 3. Mean values of peak speed
~cm/s! for opening and closing move-
ments ~upper and lower rows! as a
function of cycle rate~from 2 to 6 Hz!
of the lower lip, tongue blade, and
tongue dorsum~columns, from left to
right!. Values for each subject are con-
nected by a solid line and identified
with the subject number; the error bars
show 61 standard error about the
mean.
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5. The location of~the lower left-hand corner of! each num-
ber in the plot indicates the value of peak speed, distance and
duration for a single movement that was produced at the
cyclical rate corresponding to the number, for rates at 2 to 6
Hz. The concave surface represents a minimum-impulse-cost
bound for a one-dimensional, frictionless dynamical model
with an acceleration limit of 1.5 g~Nelson, 1983; Perkell
et al., 2002!. For the current studies, according to the
minimum-impulse-cost optimization, peak speed is consid-
ered to be a relative measure of effort, and all actual data
points must lie above the bounding surface~for more details,
see Perkellet al., 2002!. In the plot, all but one of the cycli-

cal data points from 6 to 4 Hz lie roughly along a distance vs
time line that is located above a ‘‘knee’’ in the surface, be-
yond which the effort gradient increases rapidly as move-
ment time decreases. At lower cycle rates~3 and 2 Hz!, the
data move away from the knee, and distance does not in-
crease consistently with increasing movement time. Thus, at
higher rates, the movement kinematics seem to be limited by
a steep gradient in the effort that would be required to in-
crease or maintain distance while decreasing time.2

Figure 6 shows distance versus duration plots of lower
lip-opening movements for the seven subjects. These are
‘‘top-down’’ views of the 3D performance space that is ex-
emplified in Fig. 5. In each plot, the solid curve at the left
represents a theoretical minimum-time limit~that corre-
sponds to a maximum acceleration of 1.5 g!. The straight
lines radiating from the minimum time~maximum accelera-
tion! limit show iso-effort~iso-peak speed! contours that rep-
resent the height of the bounding surface shown in Fig. 5.
~For more detail, see Perkellet al., 2002.! Although the lo-
cations and amount of scatter of the data in these plots differ
from one subject to the next, they all exhibit approximately
the same trend. Slower, lower-cycle-rate movements, at 2
and 3 Hz, are distributed in time with little corresponding
change in distance. As movement time decreases with in-
creasing cycle rate, most of the higher-rate points cluster
approximately along one of the iso-effort contours, indicat-
ing that the movements are being constrained by effort lim-
its. The limiting contour value differs across subjects, rang-
ing from a low value of about 80 mm/s for subject 4 to an
upper value of about 160 mm/s for subject 7. Examination of
the same kind of plots for the other articulators~from the
syllable strings /$Ä$Ä$Ä.../ and /,Ä,Ä,Ä.../, not shown! and
for closing movements revealed a generally similar pattern,

FIG. 4. Mean values of movement dis-
tance ~cm!, duration ~s!, and peak
speed/distance for lower lip-opening
and -closing movements~upper and
lower rows!, plotted as in Fig. 3.

FIG. 5. Cyclical movement data for lower lip-opening movements for sub-
ject 5. Each number represents a single movement at cyclical rates from 2 to
6 Hz. The concave surface represents a minimum-impulse-cost~peak speed!
bound for a one-dimensional, frictionless dynamical model with an accel-
eration limit of 1.5 g.
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showing reduced distance as time approaches the minimal
time limit. There were some differences in values of the lim-
iting contour among the subjects, articulators and movement
type, but these did not demonstrate any particularly revealing
pattern.

Figure 7 compares data from the lip-opening speech
movements~from Perkellet al., 2002! with the lip-opening
cyclical movements for each of the seven subjects. The co-
ordinates are the same as in Fig. 5: distance~mm! along the
vertical axis and duration~ms! along the horizontal axis. The
scales are also the same. The centroid of the group of values
at each cyclical rate is indicated by a single number. A
dashed line corresponding to a convex hull encloses all of
the data points for the cyclical data. The plot also shows data
for the speech opening movements of the lower lip~from the
study described by Perkellet al., 2002!. The centroid of val-
ues for each of the speech conditions is indicated by a letter

~FIast, RI apid1clear, NI ormal, SI low, CI lear and IInformal!. A
solid convex hull encloses all of the data points for the
speech movement data. The amount of overlap of the two
data types varies from none for subject 5 to complete overlap
for subject 7. Many centroids of the speech condition data
occur at higher values of distance and at higher effort level
contours than the cyclical data~except for subject 7!. For the
most part, the shortest duration movements for the speech
and cyclical tasks have a duration of about 100 ms. The
higher effort levels for the speech movements seem to be
related to the fact that the speech movements are larger
~cover greater distances!. Approximately similar patterns
were observed in the plots for the other articulators and for
closing movements. In all these plots there were differences
across speakers, articulators and movements~closing vs
opening!.

FIG. 6. Distance versus duration plots
of lower lip-opening movements for
the seven subjects. In each plot, the
solid curve represents a theoretical
minimum-time ~maximum accelera-
tion! limit of 1.5 g. The straight lines
radiating from the minimum time limit
show ‘‘iso-effort’’ ~iso-peak speed!
contours that represent the height of
the bounding surface shown in Fig. 5.
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It is evident from Fig. 7 that the cyclical task did not
define the outer limits of kinematic performance for the
speakers. A combination of several factors may account for
this result. As mentioned just above, one factor seems to be
that the speech movements are larger than the cyclical move-
ments. Another contributing factor may be that the cyclical
movements are more constrained than the speech movements
by virtue of being more ‘‘coupled’’ to movements of the
relatively massive mandible, and this effect differs among
the speakers. This hypothesis is examined in the next figure.

Figure 8 shows an example of subject 4’sx–y trajecto-
ries at the 4 Hz cyclical rate. The left-hand column of panels
shows trajectories plotted in the mandible-based coordinate
system. The right-hand column shows the same trajectories,
but plotted in the maxilla-based coordinate system. The top
two panels show trajectories from the syllable string
/"Ä"Ä"Ä.../; the middle panels show trajectories for the syl-

lable string /$Ä$Ä$Ä.../; and the bottom panels show trajec-
tories from the syllable string /,Ä,Ä,Ä.../. In each of the
left-hand panels, the leftmost trajectory is from the tongue-
dorsum ~TD! transducer; the center trajectory is from the
tongue blade~TB! transducer and the upper and lower tra-
jectories on the right are from the upper~UL! and lower lip
~LL ! transducers. The plots in the right column also show
trajectories for the lower incisor~LI ! movements~of the
mandible!, which of course do not show in the mandible-
based plots on the left. The same kinds of plots were exam-
ined for all seven subjects and for cycle rates of 2, 4, and 6
Hz.

Inspection of all of the subjects’ plots indicated that the
size of subject 4’s LI trajectories represented an approximate
median with respect to the other subjects. The trajectories for
subjects 1, 2, and 3 were similar in size or slightly smaller,
and the trajectories for subjects 5, 6, and 7 were slightly

FIG. 7. A comparison of movement
distance ~mm! versus duration~ms!
data from the lip-opening speech
movements with the lip-opening cycli-
cal movements. Each panel corre-
sponds to the data from one of the sub-
jects. The center of the group of values
at each cyclical rate is indicated by a
single number. A dashed line corre-
sponding to a convex hull that en-
closes all of the data points for the cy-
clical data. The center of values
obtained for each of six speech condi-
tions is indicated by a letter~FIast,
RI apid1clear, NI ormal, SI low, CI lear
and IInformal, Perkellet al., 2002!. A
solid convex hull encloses all of the
data points for the speech movement
data.
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larger. Although there were some slight differences in the
appearance of the trajectories at the other two cycle rates and
across the subjects, the pattern shown in Fig. 8 is quite rep-
resentative. In general, the tongue and lower lip movement
trajectories in the two frames of reference~comparing the
columns! are very similar to one another. In the maxillary
reference frame~right column!, the mandible movement~LI !
trajectories are considerably smaller than the LL trajectories
for the /"Ä.../ movements~top row!, the TF trajectories for
the /$Ä.../ movements~middle row! and the TB trajectories
for the /,Ä.../ movements~bottom row!.

The panels in Fig. 9 plot mean values of opening move-
ment size for the seven subjects. The bars in each panel
compare the mean size of lower lip~LL, for /"Ä/!, tongue
front ~TF, for /$Ä/! and tongue back~TB, for /,Ä/! opening
movements with their associated mandible~Man! opening

movements for the same syllable strings at three cycle rates:
2 ~black bars!, 4 ~clear bars!, and 6~gray bars! Hz. In gen-
eral, the mandible movements are a fraction of the size of the
corresponding tongue and lip movements, although the size
of the fraction varies somewhat. The tongue body move-
ments have larger distances than the lower lip and tongue
blade~TF! movements for subjects 1, 4, 5, and 7~also see
Westbury and Dembowski, 1993!, especially at the lower
cycle rates, but the other subjects do not exhibit this pattern.
~To some extent, the larger distances of the tongue move-
ments are due to their curved paths and the fact that distance
is calculated along the path.! Consistent with Fig. 4, there is
a tendency for movement size to decrease with rate. A plot
for closing movements had the same general features.

Thus it appears that the cyclical movements were ac-
complished largely with the primary articulator, and gener-

FIG. 8. An example of subject 4’s
x–y trajectories at the 4 Hz cyclical
rate. The left-hand column of panels
shows trajectories calculated in the
mandible-based coordinate system.
The right-hand column shows the
same trajectories, but calculated in the
maxilla-based coordinate system. The
top two panels show trajectories from
the syllable string /"Ä"Ä"Ä/; the
middle panels show trajectories for the
syllable string /$Ä$Ä$Ä.../; and the
bottom panels show trajectories from
the syllable string /,Ä,Ä,Ä.../. In each
panel, the leftmost trajectory is from
the tongue-dorsum~TD! transducer;
the center trajectory is from the tongue
blade ~TB! transducer and the upper
and lower trajectories on the right are
from the upper~UL! and lower lip
~LL ! transducers. The plots in the right
column also show trajectories for the
lower incisor ~LI ! movements~of the
mandible!.
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ally without much participation of the mandible. These ob-
servations agree with those of Westbury and Dembowski
~1993!. They indicate that the subjects’ strategy seems to
have been to largely ‘‘decouple’’ the primary articulator
movements from the mandible in order to make it possible to
accomplish the cyclical task.

V. DISCUSSION AND CONCLUSIONS

The observations made above indicate that lower kine-
matic performance values for the cyclical movements~with
respect to the speech movements! are not explained by the
constraining effect of the relatively massive mandible.

One possible contribution to the differences between the
speech and cyclical movements is that the speech move-
ments are biomechanically different and are controlled dif-
ferently from the cyclical movements. A CVC word in sen-
tence context does not require the same kind of carefully

timed and controlled sequence of reversals that is inherent in
a rhythmic repetition task. A likely and important contribu-
tion to the differences between movements in the two types
of tasks is reflected in the generally larger size of the speech
movements at any given movement duration~discussion of
Fig. 7, above!. In the speech task, the target vowel /Ä/ is
purposefully stressed, whereas the cyclical task did not in-
clude such a constraint. It is very likely that the vowel is
significantly reduced at higher cycle rates in the repetition
task. We plan to test this hypothesis in future work that will
include acoustic measurements, along with kinematic mea-
surements of primary articulator movements for unstressed
productions of the CVC word and measures of mandible
movements for both stressed and unstressed CVC utterances
in the speech task.

Finally, it is also possible that the speech movements are
much more practiced than the cyclical movements; that is,

FIG. 9. Mean values of opening
movement size for the seven subjects.
The bars in each panel compare the
mean size of lower lip~LL—for "Ä/!,
tongue front ~TF—for /$Ä/!, and
tongue back~TB—for /,Ä/! opening
movements with their associated man-
dible ~Man! opening movements at
three cycle rates: 2~black bars!, 4
~clear bars!, and 6~gray bars! Hz.
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the speech movements are ‘‘skilled’’ and the cyclical move-
ments are not. This idea is more difficult to address quanti-
tatively.
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analysis.

Edwards, J., and Harris, K. S.~1990!. ‘‘Rotation and translation of the jaw
during speech,’’ J. Speech Hear. Res.33, 550–562.

Hertrich, I., and Ackermann, H.~1997!. ‘‘Articulatory control of phonologi-
cal vowel length contrasts: Kinematic analysis of labial gestures,’’ J.
Acoust. Soc. Am.102, 523–536.

Laboissière, R., Ostry, D. J., and Feldman, A. G.~1996!. ‘‘The control of
multi-muscle systems: human jaw and hyoid movements,’’ Biol. Cybern.
74, 373–384.

Munhall, K. G., Ostry, D., and Parush, A.~1985!. ‘‘Characteristics of veloc-
ity profiles of speech Movements,’’ J. Exp. Psychol.11, 457–474.

Nelson, W. L.~1983!. ‘‘Physical principles for economies of skilled move-
ments,’’ Biol. Cybern.46, 135–147.

Nelson, W. L., Perkell, J. S., and Westbury, J. R.~1984!. ‘‘Mandible move-
ments during increasingly rapid articulations of single syllables: Prelimi-
nary observations,’’ J. Acoust. Soc. Am.75, 945–951.

Ostry, D. J., Gribble, P. L., and Gracco, V. L.~1996!. ‘‘Coarticulation of jaw
movements in speech production: Is context sensitivity in speech kinemat-
ics centrally planned?,’’ J. Neurosci.16, 1570–1579.

Ostry, D., Keller, E., and Parush, A.~1983!. ‘‘Similarities in the control of
speech articulators and the limbs: Kinematics of tongue dorsum movement
is speech,’’ J. Exp. Psychol.9, 141–147.

Ostry, D., and Munhall, K. G.~1985!. ‘‘Control rate and duration of speech
movements,’’ J. Acoust. Soc. Am.77, 640–648.

Perkell, J. S.~1997!. ‘‘Articulatory processes,’’ inThe Handbook of Pho-
netic Sciences, edited by W. Hardcastle and J. Laver~Blackwell, New
York!, pp. 333–370.

Perkell, J. S., Cohen, M. H., Svirsky, M., Matthies, M., Garabieta, I., and
Jackson, M.~1992!. ‘‘Electro-magnetic midsagittal articulometer~EMMA !
systems for transducing speech articulatory movements,’’ J. Acoust. Soc.
Am. 92, 3078–3096.

Perkell, J., Zandipour, M., Matthies, M., and Lane, H.~2002!. ‘‘Clarity
versus economy of effort in speech production. I. A preliminary study of
inter-subject differences and modeling issues,’’ J. Acoust. Soc. Am.112,
1627–1641.

Perrier, P., Lœvenbruck, H., and Payan, Y.~1996!. ‘‘Control of tongue
movements in speech: The Equilibrium Point hypothesis perspective,’’ J.
Phonetics24, 53–75.

Vatikiotis-Bateson, E., and Ostry, D. J.~1995!. ‘‘An analysis of the dimen-
sionality of jaw motion in speech,’’ J. Phonetics23, 101–117.

Westbury, J. R.~1988!. ‘‘Mandible and hyoid bone movements during
speech,’’ J. Speech Hear. Res.31, 405–416.

Westbury, J. R., and Dembowski, J.~1993!. ‘‘Articulatory kinematics of
normal diadochokinetic performance,’’ Annual Bulletin, No. 27, Research
Institute of Logopedics and Phoniatrics, University of Tokyo, pp. 13–36.

1651J. Acoust. Soc. Am., Vol. 112, No. 4, October 2002 J. S. Perkell and M. Zandipour: Economy of effort and speaking conditions



Experimental verification of the quasi-steady approximation
for aerodynamic sound generation by pulsating jets in tubes
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Voice production involves sound generation by a confined jet flow through an orifice~the glottis!
with a time-varying area. Predictive models of speech production are usually based on the so-called
quasi-steady approximation. The flow rate through the time-varying orifice is assumed to be the
same as a sequence of steady flows through stationary orifices for wall geometries and flow
boundary conditions that instantaneously match those of the dynamic, nonstationary problem. Either
the flow rate or the pressure drop can then be used to calculate the radiated sound using conventional
acoustic radiation models. The quasi-steady approximation allows complex unsteady flows to be
modeled as steady flows, which is more cost effective. It has been verified for pulsating open jet
flows. The quasi-steady approximation, however, has not yet been rigorously validated for the full
range of flows encountered in voice production. To further investigate the range of validity of the
quasi-steady approximation for voice production applications, a dynamic mechanical model of the
larynx was designed and built. The model dimensions approximated those of human vocal folds.
Airflow was supplied by a pressurized, quiet air storage facility and modulated by a driven rubber
orifice. The acoustic pressure of waves radiated upstream and downstream of the orifice was
measured, along with the orifice area and other time-averaged flow variables. Calculated and
measured radiated acoustic pressures were compared. A good agreement was obtained over a range
of operating frequencies, flow rates, and orifice shapes, confirming the validity of the quasi-steady
approximation for a class of relevant pulsating jet flows. ©2002 Acoustical Society of America.
@DOI: 10.1121/1.1506159#

PACS numbers: 43.70.Aj, 43.28.Ra@AL #

LIST OF SYMBOLS

Ag glottal area~m2!
At tube cross-sectional area~m2!
c speed of sound~m/s!
Cd dimensionless orifice discharge coefficient
dt tube inner diameter~m!
f frequency~Hz!
G Green’s function
H Heaviside function
k wave number~m21!
L distance from the orifice~m!
Pi j pressure stress tensor~Pa!
p total pressure~Pa!
p8 unsteady pressure~Pa!
Q instantaneous flow rate~m3/s!
Q0 mean flow rate~m3/s!
R reflection coefficient
Re Reynolds numberQ0dt /Aty

Ti j Lighthill stress tensor
U flow velocity ~m/s!
Uc centerline velocity~m/s!
u8 acoustic particle velocity~m/s!
v orifice wall velocity ~m/s!
Zg glottal impedance~Pa m23s!
Dp instantaneous pressure drop across the orifice~Pa!
Dp0 mean pressure drop across the orifice~Pa!
r0 ambient density~kg/m3!
v angular frequency~rad/s!
y kinematic viscosity~m/s2!
s i j viscous stress tensor

Subscripts

up upstream
dn downstream
0 time-averaged
c centerline

I. INTRODUCTION

A good understanding of voice production is essential
for many applications in speech sciences. For example, some
physiological models for speech synthesis and recognition
are based on articulatory parameters to model the speech
production process~Gupta and Schroeter, 1993!. Such physi-
ological models of speech production may someday assist
surgeons to predict the possible consequences of phono-

surgery, or guide surgeons in the clinic. They may also allow
more realistic speech synthesis and more effective speech
recognition algorithms to be developed.

The basic mechanism of phonation is well understood,
as described by Wegel~1930!, Flanagan~1965!, Titze ~1973,
1974!, and others. Airflow is expelled out from the lungs by
contraction of the rib cage. Air flows through the bronchi, the
trachea, and the vocal folds where it is modulated by the
flow-induced vibrations of the vocal folds. A pulsating jet
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flow is discharged into the supraglottal region, exciting
acoustic waves within the vocal tract. The vibration of the
glottis is driven by the periodic changes in the pressure gra-
dient across the vocal folds. When the vocal folds are fully
closed, the pressure on the upstream side is increased, and,
after it reaches a threshold, forces the folds to open. As air
flows out, the pressure gradient is decreased and the vocal
folds are brought back together by the combination of a
lower static pressure and elastic forces in the tissue. The
cycle then repeats. The frequency of the vocal folds’ oscilla-
tions determines the voice’s pitch.

In the widely used source–filter model of speech pro-
duction, the flow through the vocal folds is modeled as an
ideal sound source, and the vocal tract acts as an acoustic
filter ~Flanagan, 1965!. The source term is characterized by a
nonlinear ‘‘glottal impedance,’’Zg(t), which is defined as
the ratio of the transglottal pressure drop to the volume flow
rate through the glottis. The characteristics of the acoustic
filter depend on the instantaneous configuration of the vocal
tract, such as the position of the tongue, teeth, lips, and ve-
lum. The glottal impedance is essential to the source–filter
model. It is a time-varying quantity determined by many
factors, including geometry, as well as inflow~subglottal!
and outflow ~supraglottal! boundary conditions. A detailed
understanding of the flow field is required to calculate the
glottal impedance from first principles.

The flows involved in the production of speech are es-
sentially three-dimensional and turbulent~Alipour et al.,
1995!. Three-dimensional simulations are needed to fully
capture the detailed flow and acoustic fields. Recently, Zhao
~2000! performed direct numerical simulations to investigate
the sound production mechanisms in confined axisymmetric
jet flows through modulated orifices. However, because the
pulsating jet flows involve turbulence and flow separation
and the glottal geometry is complex, it is prohibitively ex-
pensive to directly calculate the three-dimensional details of
the flow and the acoustic fields simultaneously using compu-
tational methods.

The quasi-steady approximation is often made to sim-
plify fluid flow analysis. It is assumed that the flow through
a time-varying orifice can be simulated by a sequence of
steady flows through orifices with the same geometry and
boundary conditions as the time-varying orifice at specific
time values. It is assumed that intrinsically unsteady effects
related to flow acceleration or hysteresis can be neglected.
The quasi-steady approximation allows the modeling of
speech production as a sequence of steady flows, which are
much easier to simulate than unsteady flows. The instanta-
neous glottal impedance can also be approximated by glottal
impedances obtained directly from measurements using
static physical models. The pressure–flow relationship in
static physical models was studied first by Wegel~1930! and
van den Berget al. ~1957!, and empirical expressions were
obtained for the glottal impedance. Many studies of static
configurations, both experimental and computational, have
since been reported~see, for example, Schereret al., 1983;
Guo et al., 1993!.

Although it is widely used in speech-related applica-
tions, the quasi-steady approximation has not been thor-

oughly validated experimentally. The range of validity of the
assumption is unknown for phonation~McGowan, 1993!. At-
tempts have been made to investigate the flow field of con-
fined jets flow through steady and pulsating orifices. Shadle
et al. ~1987! studied jet flow through a mechanically modu-
lated orifice with a time-varying area. However, their studies
were limited to flow visualization and static impedance mea-
surements. Soet al. ~1987! investigated the near-field behav-
ior of gas jets in a long tube. Iguchiet al. ~1990! compared
the properties of steady and pulsating confined jets through
an orifice with constant area, and reported a difference in
flow characteristics between acceleration phase and decelera-
tion phase. Deviations from the quasi-steady approximation
were observed also in the study of pulsating confined hy-
draulic jets by Dieboldet al. ~1990!. Pelorsonet al. ~1994!
and Pelorson~2001! have investigated flow separation phe-
nomena and pressure–flow relationship for both steady and
unsteady flows through constrictions in a duct. They showed
that the pressure and flow velocity in unsteady flow predicted
using the quasi-steady approximation was accurate, except
for short instants prior to orifice closure and opening.

Mongeauet al. ~1997! used a driven dynamic mechani-
cal model in order to investigate the validity of the quasi-
steady approximation for an open jet configuration. There
was no tube downstream of the modulated rubber orifice.
Furthermore, only one orifice shape, with convergent walls,
was considered. The same question for confined pulsating
jets, however, has not yet been addressed. In voicing, the
geometry of the constriction between vocal folds varies dur-
ing one cycle. The shape of the modulated orifice can be in
turn divergent, straight, or convergent. This could induce sig-
nificant changes in the flow dynamics, and may challenge the
legitimacy of the quasi-steady approximation. The present
study was aimed at extending the verification of the quasi-
steady approximation for confined jet-flow configurations,
and a few orifice geometries that are generically similar to
the glottis during voicing.

II. THEORETICAL BACKGROUND

An idealization of the human larynx and the vocal tract
as shown in Fig. 1~a!. Air flows at low speed through an
orifice in a rigid circular uniform tube.

A. Steady-state pressure–flow relationship

Consider first the case for which the orifice area does not
change with time. For Reynolds numbers typical of phona-
tion, the flow upstream and within the glottis is mostly lami-
nar. Since the flow velocity is much smaller than the speed of
sound, it is reasonable to assume an incompressible flow
relation. Bernoulli’s equation for a steady flow, along a
streamline through the center of the orifice, yields

pup2pdn5
1
2r0Uc

2, ~1!

where pup and pdn are the upstream and downstream pres-
sure, respectively,r0 is the ambient density, andUc is the
centerline flow velocity within the orifice. The volumetric
flow rate could be obtained by integrating the axial velocity
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within the orifice over a plane normal to the tube axis~here
the x axis!

Q5E E
Ag

U~y,z!•nxdAg , ~2!

whereAg is the orifice area. Due to the influence of viscosity
near the walls, the flow velocity is not uniform over the cross
section of the orifice. The orifice discharge coefficient is de-
fined as

Cd5
Q

UcAg
. ~3!

Equation ~2! can be rewritten in the following form, also
known as Bernoulli’s obstruction theory:

Q5CdAgUc . ~4!

The orifice coefficient allows the effects of viscosity, of tur-
bulence on the mean flow, of flow separation, and of orifice
geometry to be accounted for. This parameter may be easily
calculated from measured values of the pressure differential
across the orifice, and the volumetric flow rate. Equations
~1!–~4! provide the so-called steady pressure–flow relations
which are the basis for quasi-steady models.

B. Quasi-steady approximation

If the quasi-steady approximation is valid, Eqs.~1! and
~4! are then valid also for unsteady flow, with the variables in
the equations representing the instantaneous values. For un-
steady flow, the instantaneous pressure gradient across the
orifice Dp(t) can be decomposed into two components: a
time-averaged pressure gradientDp0 and a time-varying
component (pup8 2pdn8 ). By substitution, Eq.~1! can be re-
written as

Dp~ t !5Dp01pup8 ~02,t !2pdn8 ~01,t !5 1
2r0Uc

2. ~5!

This formulation neglects intrinsically unsteady phe-
nomena altogether. The unsteady form of Bernoulli’s equa-

tion includes an additional flow acceleration term, i.e., the
time derivative of the velocity potential. One might expect
this term to contribute whenever large flow accelerations oc-
cur, such as when the glottis opens. Vortical structures shed
by the orifice wall motion could persist over a significant
period of time. They are convected at a rather low velocity
~approximately one-half the centerline flow velocity!, and
thus they could alter the boundary condition downstream in
the dynamic problem. The formation of a leading vortex
~see, for example, Zhaoet al., 2000a! when the orifice im-
pulsively transitions from a completely closed configuration
~no flow through the orifice at all! to a fully developed jet is
also an inherently unsteady phenomenon which would not
appear in a steady flow. Whether or not these effects contrib-
ute significantly to sound radiation is the main question ad-
dressed in this study.

C. Acoustic source model

Strictly speaking, three major sound generation mecha-
nisms contribute to the radiated sound, as explained in de-
tails by Zhao~2000! and Zhaoet al. ~2001b!: ~1! a quadru-
pole source related to kinetic energy fluctuations of the flow
downstream of the orifice;~2! a monopole source due to the
mass of the volume of air displaced by the motion of the
orifice walls; and~3! a dipole source due to the unsteady
axial forces exerted by the walls on the fluid. For conditions
typical of human voice production, the dipole source is
dominant among the three sound-generation mechanisms
~more information about the formal acoustic analogy solu-
tion for this problem is provided in the Appendix!. The di-
pole source radiates sound waves that are equal in magnitude
and opposite in sign propagating upstream and downstream
of the orifice.

Assuming low-frequency planar waves radiated in both
directions from the orifice, one can always idealize the
source region as a moving piston. Considering an observer
located in the far field on either side of the piston, the piston
can be modeled either as an equivalent monopole source or
an equivalent dipole. The vocal-fold dimensions are small in
comparison with the wavelengths of interest. The two seg-
ments of tissue are 1.0 to 1.5 cm in length for females, 1.8 to
2.2 cm for males, and 2 to 3 mm in thickness. For this study,
the source region was idealized as two ideal, acoustically
compact, one-dimensional equivalent monopoles. The pul-
sating flow radiates sound both downstream and upstream,
with the corresponding monopole sources having equal
strength and opposite~180°! phase@Fig. 1~b!#. Note again
that these equivalent monopole sources are not the same as
the classical ‘‘displacement flow’’ monopole according to
Lighthill’s acoustic analogy~an intrinsically nonstationary
effect since its strength increases linearly with frequency!.
The equivalent monopole source strength includes all sound-
generation mechanisms within the source region, believed to
be dominantly dipole-like@see Eq.~A5!#. The reason for
choosing a monopole rather than a dipole was to allow indi-
rect verification of the quasi-steady assumption, as clarified
in Sec. II E.

FIG. 1. ~a! The coordinate system used in the model;~b! Acoustical repre-
sentation of the physical model.
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D. Sound wave reflections in tubes

Reflections occur as plane waves propagate through
finite-length ducts. The influence of reflections can be mod-
eled theoretically by adding image sources whose strength is
determined from the acoustic loading at the end of each duct.
The upstream and downstream sides of the orifice are con-
sidered separately, as illustrated in Fig. 1~b!. Each system has
its own monopole source located at the orifice. Each mono-
pole source radiates into a rigid tube with a termination char-
acterized by a reflection coefficientR. Plane-wave propaga-
tion is assumed considering the small tube diameter and the
low fundamental frequency~below 200 Hz! of the orifice
oscillations. The acoustic pressurep8 both upstream and
downstream can then be expressed as~Pierce, 1989!

p8~x,t !5E B~x,v!$ej ~vt2k~L2x!!

1R•ej ~vt1k~L2x!!%dv, ~6!

whereB(x,v) is a function of position and frequency to be
determined,x is the distance along the tube from the orifice,
L is the tube length or the distance of the microphone from
the source location, andv and k are the angular frequency
and wave number, respectively.

Using the one-dimensional equivalent monopole source
model, the unsteady velocity at the source end is related to
the unsteady flow rate through

uup8 ~0,t !5E Bup~0,v!

r0c
$ej ~vt2kL!2R•ej ~vt1kL!%dv

52
1

At
$Q~ t !2Q0%, ~7!

udn8 ~0,t !5E Bdn~0,v!

r0c
$ej ~vt2kL!2R•ej ~vt1kL!%dv

5
1

At
$Q~ t !2Q0%, ~8!

whereuup8 andudn8 are acoustic velocities in the upstream and
downstream tubes, respectively,c is the speed of sound,At is
the cross-section tube area, andQ0 the time-averaged volu-
metric flow rate. The subtraction ofQ0 from the instanta-
neous flow rate inside the parenthesis is to remove the non-
zero mean component of the particle velocities.

E. Verification procedure

The easiest way to verify predictions based on quasi-
steady models would be to simultaneously measure trans-
glottal pressure and flow rate for static and dynamic configu-
rations. Unfortunately, the measurement of the instantaneous
flow rate for the dynamic problem was not possible due to
hardware limitations. An indirect method using radiated
sound data and empirical static pressure–flow data was used
instead. One advantage of this ‘‘inverse filtering’’ approach is
that only the features of the flow that are responsible for
sound radiation are accounted for. Any ‘‘near-field’’ effect
~which would not contribute to speech production anyway! is
automatically ignored. For this reason, it is advantageous to

measure sound pressure away from the orifice. This, how-
ever, necessitates a deconvolution of the reflected waves and
an iterative method of solution.

The procedure for the verification of the quasi-steady
assumption is as follows. The upstream or downstream
acoustic pressure was obtained by solving Eqs.~4!, ~5!, ~6!,
~7!, and~8! simultaneously. First, initial values were selected
for the upstream and downstream acoustic pressure, denoted
by pup8

1(0,t) andpdn8
1(0,t), respectively. These were then sub-

stituted into Eq.~5! and Uc was obtained from the known
~directly measured! Dp0 . The instantaneous flow rate,Q(t),
was then calculated fromUc and measuredCd and Ag(t)
values using Eq.~4!. With Q(t), uup8 (0,t), andBup(0,v) cal-
culated using Eq.~7!, pup8

i 11(0,t) was then determined using
Eq. ~6!, where the superscripti 11 means the input for the
i 11 iteration. The value ofpdn8

i 11(0,t) was determined in the
same way using Eqs.~6! and ~8!. The quantitypup8

i 11(0,t)
was compared to its value at the previous iteration,pup8

i (0,t).
If the maximum difference was larger than a predetermined
threshold value, i.e.,umax@pup8

i 11(0,t)2pup8
i (0,t)#u.«, the it-

erations continued withpup8
i 11(0,t) andpdn8

i 11(0,t) as the in-
put for the next iteration. Otherwise, the iterative process
was stopped andpup8

i 11(0,t) andpdn8
i 11(0,t) yielded the final

value forpup8 (0,t) andpdn8
i 11(0,t), respectively.

To ensure numerical convergence, the acoustic pressure
was filtered such that only the first few harmonic frequency
components were retained. Frequency components above
about 600 Hz were ignored. The filtering process was carried
out in the frequency domain, every time Eq.~6!, ~7!, or ~8!
was solved. Finally,pup8 (L,t) and pdn8 (L,t) were calculated
using Eq.~6! for comparisons with experimental data.

This scheme relies on static pressure–flow relations in
order to calculate the radiated sound pressure in the dynamic
problem. Any shortcoming of the static relations would result
in differences between the predicted and the directly mea-
sured radiated sound pressure, implying a failure of the
quasi-steady approximation.

III. EXPERIMENTAL APPARATUS

A schematic of the experimental apparatus is shown in
Fig. 2~a!. A rubber orifice plate was built to simulate the
human vocal-fold geometry, and acted as a constriction to the
airflow. Three different orifice geometries~straight, conver-
gent, and divergent! ~Fig. 3! were used in the experiments.
The orifice plates were molded using a liquid rubber with a
room temperature vulcanized catalyst. During molding, two
metallic driving rods were inserted within the rubber sub-
strate such that they protruded from each side. These two
rods were connected to an eccentric and a shaft entrained by
an electric motor. Their movements were synchronized such
that they moved in phase. The orifice was forced to open and
close periodically at the desired frequency, adjusting the ro-
tational frequency of the motor. Complete closure~with no
leakage! was enforced over one portion of the cycle in all
cases. The background mechanical noise generated by the
motor and other moving parts was measured with the air
supply turned off. This so-called ‘‘background’’ pressure sig-
nal actually included the displacement flow sound related to
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the opening and closing of the orifice, which could not be
distinguished from the mechanical noise. The amplitude of
the background mechanical noise was found to be small
compared with the sound generated by the pulsating flow
inside the tube. The pressure signals associated with the mea-
sured background noise were nevertheless subtracted from
measured sound pressures in the presence of airflow, with
proper phase reference to the motion of the orifice. This pro-
cedure did not affect the signals significantly, as discussed
later.

The orifice plate was inserted between two aluminum
plates, which hosted the ends of the intake and discharge
hoses. Two anechoic terminations were connected to the ori-
fice plate on both sides to reduce possible reflections from
either the air supply or the open end. Each anechoic termi-
nation was made of two overlapping sections of corrugated,
rubber hoses with different inner diameters@Fig. 2~b!#. The
smaller hose, having a 2.54-cm inner diameter, was con-
nected directly to one aluminum plate at one end. Near the
other end, the smaller hose was perforated and wrapped us-
ing fiberglass over a 1-m-long section. This end section was
then inserted into a larger rubber hose with a 5.08-cm inner
diameter. The junction was sealed to avoid any flow leakage.

The anechoic terminations were designed to minimize
sound reflections from the upstream and downstream ends of

the tubes. To evaluate their performance, the anechoic termi-
nations~from the second microphone location! were treated
as equivalent two-pole black box elements. The reflection
factor was measured using the well-known two-microphone
method~Seybertet al., 1977!. Microphones~B&K 4938!, 6
mm in diameter, were mounted on each anechoic termination
tube both upstream and downstream of the orifice, with one
microphone mounted 13 cm from the orifice and another 23
cm from the orifice. The results are shown in Fig. 4. The
measured reflection factor magnitudes of both upstream and
downstream anechoic terminations vary between about 0.2
and 0.3 over most of the frequency range. The reflection
factor is much larger at low frequency. Further reduction of
the reflection factor at low frequency is very difficult with
passive methods. The effects of reflection were suppressed
using the convolution method discussed in Sec. II D.

To accurately measure the orifice area function, a pho-
toelectric sensor and a light source were installed on opposite
sides of the orifice, mounted on the tube walls. The photo-
electric sensor signal was calibrated for different orifice
openings, using the following approach. A picture of the ori-
fice was made, with a scale placed close to the orifice open-
ing. Numbers of pixels within the orifice opening and within
the scale~the area of which was knowna priori! were then
counted using image-processing software. Their ratio is the
ratio of the area of the orifice and that of the scale. The value
of the orifice area was then calculated. The process was re-

FIG. 2. Schematic of~a! experimental apparatus;~b! anechoic terminations.

FIG. 3. Cross section of the three orifice passages:~a! convergent;~b!
straight; and~c! divergent. The flow direction is from left to right.~d! el-
evation of the orifice showing the frontal opening area.

FIG. 4. Reflection factors of the upstream and downstream anechoic termi-
nations.~a! magnitude;~b! phase. ———: upstream; ––: downstream.
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peated nine times for nine different orifice openings. A linear
relation between the output electric signal from the light sen-
sor and the orifice area was found. A linear regression~with
coefficient of determinationR250.987) between the light
sensor output and the orifice area was obtained for subse-
quent data processing.

The volumetric flow rate was measured using a preci-
sion mass-flow meter~Baratron type 558A!. The time-
averaged pressure gradient across the orifice was measured
using a pressure gauge~Baratron type 220C!. The output
signals from the microphones and the light sensor were ac-
quired at a sampling rate of 16 384 Hz, using a HP356XA
data acquisition system, and saved for subsequent analysis.

IV. RESULTS

The experiments were performed for three different ori-
fice geometries, and mean pressure drops across the orifice of
6-, 9-, and 12-cm H2O. The upstream and downstream
acoustic pressures were recorded together with the mean
flow rate through the orifice and the instantaneous orifice
area. The experiments were performed at four different fre-
quencies: 70, 80, 100, and 120 Hz. The experimental results
for the convergent orifice geometry are discussed first.

A. Steady-state pressure–flow relationship

Steady pressure–flow relationships were obtained. The
mean pressure drop across the orifice and the mean volume
flow rate through the orifice were measured. The orifice dis-
charge coefficients were then calculated from Eq.~3! and
plotted against the Reynolds number, which is defined here
based on the inner diameter of the smaller rubber hosedt

(dt52.54 cm)

Re5
Q0dt

Aty
, ~9!

wherey is the kinematic viscosity. The results are shown in
Fig. 5 for Dp0512 cm H2O, and a convergent orifice geom-
etry.

The orifice discharge coefficient increases with the Rey-
nolds number for low Reynolds number flows. At higher
Reynolds number, as the flow becomes more turbulent, the
orifice discharge coefficient appears to asymptote to a value
around 0.86. The pressure–flow relation was found to be
repeatable. The effects of the orifice areaAg on the orifice
discharge coefficient were found to be negligible~Mongeau
et al., 1997!. A constant orifice discharge coefficient value of
0.86 was used in the predictions of the acoustic pressure for
the convergent orifice~and a similar procedure was followed
for the other shapes!.

B. Orifice area

The orifice area during one cycle was measured using
the photoelectric sensor. Figure 6 shows the orifice area at
three different frequencies~80, 100, and 120 Hz!, with Dp0

512-cm H2O and a convergent orifice geometry. The maxi-
mum orifice area function varied slightly for different fre-
quencies. It generally increased over time during any test.
This was most probably due to orifice deformation during the

experiments. The duty cycle varied slightly with the orifice
geometry. For the same geometry, the duty cycle remained
nearly the same for different frequencies. The duty cycle was
about 0.6 for the convergent orifice.

C. Unsteady flow measurements: Acoustic pressure
and source volume velocity

Figure 7 shows the unsteady pressures measured up-
stream and downstream of the convergent orifice, withf
580 Hz, Dp0512-cm H2O. The downstream unsteady
pressure signal was multiplied by21 to facilitate compari-
sons between upstream and downstream waveforms. Also
shown in Fig. 7 are the upstream and downstream back-
ground noises measured in the absence of flow with the mo-
tor running at the same frequency. These are much smaller
than the unsteady pressures with flow. This confirms that the
displacement flow, which is included in the background
noise, is negligible compared with the dipole contributions.
The data were not corrected for the influence of reflections

FIG. 5. Static pressure–flow relationship for the fully opened convergent
orifice. The orifice discharge coefficient defined by Eq.~3! is plotted against
the Reynolds number. Two sets of pressure-flow data were measured, before
and after the experiments. xxx: before experiments; ooo: after experiments.

FIG. 6. Typical orifice area function during one cycle.Dp0512-cm H2O,
and convergent orifice geometry. ———: 80 Hz; ––: 100 Hz;• • • :
120 Hz.
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off the tube ends in this case. Despite a slight phase differ-
ence, the upstream unsteady pressure is nearly perfectly 180°
out of phase with the downstream unsteady pressure. The
upstream unsteady pressure is generally out of phase with the
orifice area~Fig. 6!, while the downstream unsteady pressure
is in phase with the orifice area, although both acoustic sig-
natures have a slightly different shape from the orifice area
function. This is consistent with the postulated dipole source
model described in Sec. II.

The relative difference between the upstream and down-
stream measured sound pressure is quantified by a relative
difference factor defined as

Dp5
max~ u~2pdn!2pupu!

max~ upupu!
. ~10!

This error factor~11.95%! takes into account the possible
differences in both the magnitude and the phase of the pres-
sure signals.

The differences in the magnitude and phase between the
upstream and downstream sound pressure here are primarily
due to reflections from the tube ends at low frequency. As
stated before, the upstream and downstream terminations can
be modeled as two separate acoustic systems. These two
acoustic systems should be excited by the same source
strength amplitude according to the equivalent monopole
source model. However, the reflection factorsR vary with
frequency and are different from each other~as shown in Fig.
4!. Therefore, the unsteady pressures in these two acoustic
systems, due to different standing wave patterns, are differ-
ent.

Volume velocity sources originating at the orifice for the
two acoustic systems should be more representative of
source strength than the far-field pressure signals. The veloc-
ity source strength is defined as the acoustic volume flow
rate at the location of the orifice. There are two volume ve-
locity sources, one upstream and one downstream, each cor-
responding to one of the two acoustic systems. The source
volume velocities can be calculated using Eq.~7! and Eq.

~8!, based on the measured sound pressure and the reflection
coefficient of the corresponding anechoic termination. Figure
8 shows the comparison between the upstream and down-
stream source volume velocities obtained using the unsteady
pressure data of Fig. 7. Again, the downstream velocity
source was multiplied by21 for comparison. The upstream
velocity source has the same shape and magnitude as the
downstream velocity source, 180° out of phase. Compared
with unsteady pressure data, the source volume velocity
waveform is more closely matched to the orifice area func-
tion. This high correlation confirms that the source of the
measured unsteady pressure is mostly the dipole source due
to pulsating airflow through the orifice rather than displace-
ment flow due to orifice oscillations.

The relative difference between the upstream and down-
stream source volume velocities, evaluated as in Eq.~10!,
was 2.93% for this case. The upstream and downstream
source volume velocities were in good agreement for all op-
erating conditions. The relative difference for the volume
velocity source strengths~2.93%! is smaller than that for the
pressure~11.95%!, which is expected as the effects of reflec-
tion were eliminated.

The same observations were made for other driving fre-
quencies and mean pressure drops. The upstream and down-
stream source volume velocities were consistently found to
be almost equal in strength and opposite in phase.

D. Quasi-steady model predictions

The upstream unsteady pressure was predicted following
the method described in Sec. I E. The predicted upstream
unsteady pressure is compared to the measured upstream un-
steady pressure in Fig. 9. The frequency was 80 Hz, the
mean pressure drop 12-cm H2O, and the mean flow rate 221
ml/s. A constant convergent orifice discharge coefficient of
0.86 was used. The prediction, based on the quasi-steady
approximation, agrees very well with the experimental data.
The measured unsteady pressure waveform was successfully
reconstructed from the orifice area function, including the

FIG. 7. The measured upstream and downstream unsteady pressure in the
convergent orifice case.f 580 Hz, Dp0512-cm H2O. ———: upstream;
— —: downstream3~21!; ––: upstream background noise; --: downstream
background noise.

FIG. 8. Volume velocity source strength at the origin calculated based on
the measured sound pressure and the reflection coefficient measured simul-
taneously at the same experiments.f 580 Hz, Dp0512-cm H2O, and con-
vergent orifice geometry. : upstream; – –: downstream3~21!.
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effects of reflections. The relative difference between the
measured and predicted upstream sound pressure for differ-
ent operating conditions, quantified by a relative error factor,
was about 3.43%.

There are several possible causes for the discrepancies
between the predictions and the measured data. In the pre-
dictions, the high-frequency components were discarded to
ensure convergence of the iterative method. Evidently, high-
frequency components are missing in the predictions. Sec-
ond, as discussed before, the contributions of turbulence to
both the dipole and quadrupole sources were neglected in
this study. The model therefore could not capture their con-
tributions, which are generally small and occur mostly at
high frequency. The experimental determination of the re-
flection factors of the two anechoic terminationsR is also a
significant source of error. The reflection factors play an im-
portant role in the prediction procedure, and any error in this
quantity is amplified by the iteration process.

The mean flow rate can be calculated from Eq.~4!, with
the centerline velocityUc calculated from Eq.~5!. The rela-
tive difference between the measured and predicted mean
volumetric flows was about 2.58%, which was deemed ac-
ceptable.

A similar agreement was also obtained for the other op-
erating conditions at different driving frequencies and mean
pressure drops in the comparisons between the measured and
predicted unsteady pressures and mean flow rates. At 100
Hz, the relative differences between the measured and pre-
dicted upstream acoustic pressure were less than 7.20%; the
relative differences between the measured and predicted
mean volumetric flow rates were less than 5.69%. At 120 Hz,
the relative differences were less than 3.90% between the
measured and predicted acoustic pressure, and less than
5.09% between the measured and predicted mean volumetric
flow rates.

V. DISCUSSION

A. Influence of orifice geometry

The same measurements were repeated for straight and
divergent orifice geometries at different operating conditions.

The upstream and downstream unsteady pressures were mea-
sured, and the volume velocity of the source was decon-
volved from the pressure data. The unsteady pressure was
predicted based on the quasi-steady approximation and the
equivalent monopole source model, and then compared to
the experimental data. Typical results are shown in Fig. 10
and Fig. 11 for straight and divergent orifice geometries, re-
spectively.

Good agreements between source volume velocities
~within 3.5%!, between measured and predicted pressures
~within 7%!, and between mean flow rate~within 8%! were
obtained both for the straight and divergent orifice geometry
cases. The effects of orifice geometry on the quasi-steady
behavior were insignificant.

B. Influence of mean pressure drop

The influence of the mean pressure drop on sound pro-
duction is governed by Bernoulli’s equation. The amplitude
of the generated sound should increase as the square root of
the mean pressure drop@Eqs. ~1!, ~4!, and ~8!#. Figure 12
shows the dimensionless volume velocity source strength for
mean pressure drops of 6-, 9-, 12-cm H2O. The data shown
are for 120 Hz and the straight orifice geometry. The source
volume velocity was nondimensionlized using the square
root of the mean pressure drop across the orifice. The good
collapse of the data also justifies the application of Bernoul-
li’s obstruction theory for steady flow, on which the quasi-
steady approximation lies. The slight discrepancy is believed
to be due to experimental errors.

C. Influence of frequency

According to the quasi-steady approximation, frequency
should have no effect on the sound pressure if the effects of
acoustic loading are neglected. The presence of reflections,
however, causes a frequency dependent acoustic loading.
This colors the acoustic signatures, both upstream and down-
stream, as shown in Fig. 13~a!. In contrast, the source vol-
ume velocity should be less dependent, if not independent, of
frequency. Figure 13~b! shows the velocity sources at differ-
ent frequencies, with the mean pressure drop across the ori-
fice kept at 12-cm H2O ~for the straight orifice geometry!.
The figure shows a reduced dependence of the velocity
source strength on the frequency, as expected. The discrep-
ancies are believed to be due mostly, to errors in the reflected
wave deconvolution process.

D. Unsteady effects and acoustical resonance

The quasi-steady approximation neglects the effects of
flow acceleration and deceleration. These effects might be
important at the short instants prior to orifice abrupt closure
and opening, at which the derivative of the flow velocity is
very large. Bernoulli’s equation may not be valid for these

FIG. 9. Comparison between the measured upstream sound pressure and
that predicted from the monopole source model and quasi-steady approxi-
mation. f 580 Hz, Dp0512-cm H2O, and convergent orifice geometry.
———: measured; – –: predicted.
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short instants, and viscous effects and acoustic near field
must be accounted for to accurately model the flow and
sound radiation~Mongeauet al., 1997!.

Another situation at which deviations from the quasi-

steady behavior may be significant is when the orifice is
driven at the formant frequency. Although acoustic effects
and source behavior are generally considered to be indepen-
dent, they are in many ways coupled by a nonlinear relation-
ship between instantaneous transglottal pressure and flow
rate. It is anticipated that for frequencies corresponding to

FIG. 10. Experimental results and analysis for straight orifice geometry.f
5120 Hz,Dp0512-cm H2O. ~a! measured unsteady pressure upstream and
downstream of the orifice, with the downstream unsteady pressure multi-
plied by minus 1 for convenient comparison. : upstream; — —: down-
stream3~21!. ~b! calculated volume velocity source strength, both up-
stream and downstream. The downstream is again multiplied by minus 1.

: upstream; — —: downstream3~21!. ~c! comparison between the
measured and predicted downstream acoustic pressure.: measured; —
—: predicted.

FIG. 11. Experimental results and analysis for divergent orifice geometry.
f 5100 Hz, Dp0512-cm H2O. ~a! measured unsteady pressure upstream
and downstream of the orifice, with the downstream unsteady pressure mul-
tiplied by minus 1. : upstream; — —: downstream3~21!. ~b! volume
velocity source strength, both upstream and downstream, with the down-
stream curve again multiplied by minus 1. : upstream; — —: down-
stream3~21!. ~c! comparison between the measured and predicted down-
stream unsteady pressure. : measured; — —: predicted.
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the resonance frequencies of the subglottal tube, there will be
a pressure node at the location of the glottis. The transglottal
pressure therefore should vanish, or even become negative. It
is possible that at resonance some reverse flow might then

occur during parts of one glottal cycle, severely distorting
the pulsating jet flow behavior. The comparative magnitude
of the dipole and monopole contributions may therefore be
different. This will be the object of future work.

VI. CONCLUSION

The quasi-steady approximation was validated for the
tonal component of sound generated by pulsating confined
jets. Experiments were performed over the fundamental fre-
quency range extending from 70 to 120 Hz. The radiated
unsteady pressure predicted using the quasi-steady approxi-
mation and a one-dimensional sound radiation model was
found to be in good agreement with experimental data. This
implies that monopole and quadrupole components are neg-
ligible compared with dipole source mechanisms in pulsating
flows ~as in voiced sound production!, at least at frequencies
below a few kilohertz. The orifice oscillation frequency was
found to have little effect on dipole sound source strength.
Different orifice geometries~straight, convergent, and diver-
gent orifices! simulating the glottis at three different stages
during phonation were investigated. The effects of orifice
geometry on the quasi-steady behavior of dipole sound gen-
eration in unsteady flow were insignificant.
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APPENDIX: SOUND SOURCES IN SPEECH
PRODUCTION

The sound generation mechanisms in confined flows
through oscillating orifices may be described theoretically
using the Ffowcs Williams–Hawkings~FWH! equation
~Ffowcs Williams and Hawkings, 1969!. To define the differ-
ent domains of interest, a detailed view of the presumed
source region~around the orifice! is shown in Fig. 14. The
fixed cylindrical control volumeV8 consists of the orifice
section, together with the upstream and downstream tubes,
including the deformable part of the orifice walls. The source
regionV includes only the gas within the orifice, and it has a
moving boundary. Ideal planar acoustic waves are assumed
upstream and downstream of the source region. An observer,
or ‘‘virtual microphone,’’ is placed in the acoustic far field
inside the control volumeV8, but outside the source region
V. The observer can be on either side of the orifice. The

FIG. 13. Volume velocity source strengths for different frequencies.Dp0

512-cm H2O, convergent orifice geometry.~a! measured sound-pressure
data. ~b! corresponding volume velocity source strength. : 70 Hz;
— —: 100 Hz; ---: 120 Hz.

FIG. 14. Integral domains and surfaces for the application of the Ffowcs
Williams–Hawkings equation.

FIG. 12. Volume velocity source strengths at 120 Hz for three different
mean pressure drops~6-, 9-, 12-cm H2O), and straight orifice geometry. The
volume velocity source strength is scaled by the square root of the mean
pressure drop. : 12-cm H2O; — —: 9-cm H2O; ---: 6-cm H2O.
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surface delimiting the position of the walls is denoted bySw ,
with the normal unit vector pointing into the fluid. The FWH
equation is

H ]2

]t22c0
2¹2J @H~S!r8#

5
]2

]yi]yj
@Ti j H~S!#2

]

]yi
@Fid~S!#1

]

]t
@Qd~S!#,

~A1!

where H(S) is the Heaviside function,d(S) is the Dirac
function, andS(y,t) is a function describing the geometry of
the wall boundary. It is assumed thatS.0 in the flow region,
S,0 outside the flow region, andS50 on the boundary. The
quantities on the right-hand side of the equation are given by

Ti j 5ruiuj1d i j ~p01p82c0
2r8!2s i j , ~A2!

Fi@pd i j 2s i j 1rui~uj2v j !#
]S

]yj
, ~A3!
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]S

]yi
, ~A4!

wherev j is the wall velocity,s i j is the viscous stress tensor,
andr85r2r0 is the fluctuating density.

Assuming a no-slip condition on the wall boundary, and
adiabatic compression and rarefaction, the solution to the
FWH equation for one-dimensional plane wave propagation
in a duct may be written as
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wherenj is a unit normal vector directed outwards the flow
region,x andy are the observer and source positions, respec-
tively, t* 5t2ux12y1u/c0 is the retarded time, andV is the
source region.

Contributions from four types of sources may be identi-
fied. Term I is a quadrupole source related to the turbulent
flow and viscous stress inside the tube, specifically the ki-
netic energy of the fluctuating flow motion along the direc-
tion of wave propagation. Term I may be comparatively large
when the flow is turbulent. Term II is a dipole source due to
the unsteady forces exerted by the walls onto the fluids. The
viscous stress components in both terms I and II may be
ignored~Zhao, 2001b!. Term III is a monopole source due to
the motion of the orifice walls. It is sometimes referred to as

a ‘‘displacement flow.’’ Terms IV and V are monopole
sources enforced at the inlet and outlet boundaries. Since the
inlet and outlet boundaries are located in the acoustic region,
these two monopole sources are image sound sources arising
from the interactions between radiated sound waves with the
outer boundaries of the domainV8. If the tubes were per-
fectly anechoically terminated, there would be no reflection
from both the inlet and outlet, and terms IV and V would
vanish. In the case of imperfect anechoic termination they
can be accounted for using a convolution method, as dis-
cussed in Sec. II D.

Turbulence may contribute to sound generation, specifi-
cally through terms I and II. Term I is the Reynolds stress in
the direction of wave propagation. The fluctuating pressure
due to turbulence contributes to term II as well. The
turbulence-generated sound is mostly of high frequency, and
is important to speech quality. However, its magnitude is
much smaller than the sound generated by tonal source com-
ponents. It may therefore be neglected as a first approxima-
tion. The contribution of turbulence was the object of a sepa-
rate study~Zhanget al., 2002!.

Based on the above assumptions, Eq.~A5! shows that
unsteady flow and orifice wall motion give rise to two types
of sound-generation mechanisms. The monopole source,
term III, is induced entirely by the oscillation of the orifice
wall. Its magnitude increases with orifice velocity, and there-
fore increases with oscillation frequency. The dipole contri-
bution, term II, is due to the net unsteady force exerted by
the walls onto the fluid in the direction of sound wave propa-
gation. It is governed by the pressure drop~or Bernoulli head
loss! across the orifice induced largely by the unsteady flow
through the orifice, with a very small contribution from the
acceleration of the walls. Recent numerical studies of com-
parable flows~Zhao, 2000; Zhaoet al., 2000a, 2000b, 2001a,
2001b! showed that when there is no externally imposed
unsteady flow, both the quadrupole term and the dipole term
are negligible compared with term III, the monopole source.
When an externally imposed unsteady flow is present, how-
ever, the dipole source becomes significantly large, as the
fluctuating pressure on the walls increases. The monopole
source strength was found to increase with the orifice oscil-
lation frequency, while the dipole source contribution re-
mained nearly unchanged as the frequency was varied
~Zhanget al., 2001!. Therefore, at low frequencies and for an
externally imposed unsteady flow, the dipole source domi-
nates, and most of the energy of the radiated sound comes
from the unsteady flow contribution in the dipole term. The
effects of wall motion are significant only at high frequen-
cies.

In human speech, where unsteady airflow is present, the
typical value of fluctuating velocity in glottis is of the order
of 40 m/s, and the associated pressure drops are of the order
1
2r0Uc

2;1 kPa. This value is much larger than the velocity of
the vocal-fold walls, which is of the order of 0.1 m/s~for a
pitch frequency about 100 Hz and a 2-mm vocal-fold dis-
placement!. For planar waves,p85r0c0u8 and the monopole
source pressures~;45 Pa! are negligible in this case. There-
fore, the dipole source is dominant, at least at low frequen-
cies.
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electrode assignment with the Nucleus-22 cochlear implant

Qian-Jie Fu,a) Robert V. Shannon, and John J. Galvin III
Department of Auditory Implants and Perception, House Ear Institute, 2100 West Third Street, Los Angeles,
California 90057

~Received 30 September 1999; accepted for publication 25 June 2002!

The goal of the present study was to investigate the time course of adaptation by experienced
cochlear implant users to a shifted frequency-to-electrode assignment in their speech processors.
Speech recognition performance of three Nucleus-22 cochlear implant users was measured over a
3-month period, during which the implant listeners continuously wore ‘‘experimental’’ speech
processors that were purposely shifted by 2–4 mm in terms of the frequency-to-electrode
assignment relative to their normal processor. Baseline speech performance was measured with each
subject’s clinically assigned speech processor just prior to implementation of the experimental
processor. Baseline speech performance was measured again after the 3-month test period,
immediately following the reinstallation of the clinically assigned processor settings. Speech
performance with the experimental processor was measured four times during the first week, and
weekly thereafter over the 3-month period. Results showed that the experimental processor
produced significantly lower performance on all measures of speech recognition immediately
following implementation. Over the 3-month test period, consonant and HINT sentence recognition
with the experimental processors gradually approached a performance level comparable to but still
significantly below the baseline and postexperiment measures made with the clinically assigned
processor. However, vowel and TIMIT sentence recognition with the experimental processors
remained far below the level of the baseline measures even at the end of the 3-month experimental
period. There was no significant change in performance with the clinically assigned processor before
or after fitting with the experimental processor. The results suggest that a long-time exposure to a
new pattern of stimulation may not be able to compensate for the deficit in performance caused by
a 2–4-mm shift in the tonotopic location of stimulation, at least within a 3-month period. ©2002
Acoustical Society of America.@DOI: 10.1121/1.1502901#

PACS numbers: 43.71.Es, 43.71.Ky, 43.66.Ts@DOS#

I. INTRODUCTION

The cochlear implant~CI! is an auditory prosthetic de-
vice capable of restoring hearing sensation to profoundly
deaf individuals. To provide optimal performance for each
patient, modern CI speech processors provide control over
the many parameters of electrical stimulation delivered to the
cochlea. Results from previous studies have shown signifi-
cant effects of several parameters in the signal processing
~e.g., number of electrodes, frequency-to-electrode assign-
ment! on speech performance in CI listeners~Fishmanet al.,
1997; Fu and Shannon, 1998, 1999a, b, c; Fuet al., 1998;
Lawsonet al., 1999; Skinneret al., 1995!. However, many
of these studies were ‘‘acute’’ measures, where subjects had
either no time or limited time to adapt to the new patterns of
electrical stimulation produced by changes in the speech pro-
cessor parameters.

It seems plausible that CI listeners will adapt to some
degree with long-term exposure to electrically stimulated
speech patterns. Many studies have examined the change in
performance over time in ‘‘naive’’ or newly implanted CI
users; these CI users have had to adapt to the differences
between their previous experience with normal acoustic

hearing and the pattern of activation produced by electrical
stimulation. These studies showed that most gains in perfor-
mance occur in the first 3 months of use~Spivaket al., 1987;
Waltzman et al., 1986; Georgeet al., 1995; Gray et al.,
1995; Loeb and Kessler, 1995!. However, continued im-
provement has been observed over longer periods of time for
some CI users~Tyler et al., 1997!.

The effects of learning have also been studied with im-
plant recipients who, although already experienced with the
implant device, have had to adapt to new electrical stimula-
tion patterns provided by updated speech processors, speech
processing strategies, and/or clinical fitting systems. For
most subjects, significant and rapid improvement was ob-
served during the first 3 to 6 months, with little to no im-
provement observed beyond 6 months~Wilson et al., 1991;
Shallop and McGinn-Brunelli, 1995; Dorman and Loizou,
1997; Pelizzoneet al., 1999!. In general, the learning pat-
terns were similar whether subjects were naive listeners
adapting to the new sensory patterns of a cochlear implant or
experienced implant users adapting to changes in the speech
processor.

The learning capabilities of CI users may alleviate some
of the acute effects on speech performance caused by para-
metric variations of the speech processor. Parametric changes
that improve the representation of speech cues may result ina!Electronic mail: qfu@hei.org
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an immediate improvement in speech recognition, while
changes that degrade the representation of speech cues may
produce a temporary deficit in recognition that may be ac-
commodated over time as a CI user becomes more familiar
with the new electrical patterns. Thus, it is quite possible that
detrimental effects of parametric changes to the speech pro-
cessor observed in ‘‘acute’’ studies may be less significant
over time as a CI listener becomes more experienced with
the new processor parameters. Previous studies have indeed
observed some adaptation to parametric manipulations of the
speech processor. One typical example involves adaptation
to tonotopically shifted speech processors, in which the
frequency-to-electrode assignment was shifted relative to the
normal acoustic frequency-to-place mapping. Fu and Shan-
non ~1999a, b! demonstrated that speech performance of CI
users was highly dependent on a well-matched~relative to
normal! frequency-to-electrode assignment; a tonotopic shift
in the frequency-to-electrode assignment resulted in immedi-
ate and significant drops in speech performance. However,
Rosen et al. ~1999! observed a rapid accommodation by
normal-hearing~NH! subjects listening to frequency-shifted
speech via 4-band noise vocoder. They found that speech
recognition immediately dropped almost to chance level
when the carrier bands were shifted basally by 6.5 mm rela-
tive to the analysis bands~1.3–2.9 octaves, depending on
frequency!. However, after only 3 h of training, the deficit in
performance with the shifted speech processor was reduced
by half.

Fu and Shannon~1999a, b! also found that CI listeners
might at least partly accommodate to the new patterns of
speech sounds, even after long-term exposure to their every-
day speech processor. In those studies, two hypotheses were
proposed to explain how listeners might learn to recognize
electrically stimulated speech patterns: tonotopic-matching
and accommodation. In the tonotopic-matching hypothesis,
the best speech recognition performance is achieved when
the frequency information delivered to an electrode is
matched to the normal characteristic frequency of the neu-
rons stimulated by that electrode. This mapping is defined as
the normal acoustic map. Under the accommodation hypoth-
esis, speech recognition improves over time as the listener
gains experience with the spectral information delivered to
each electrode by the speech processor. Even if the spectral
information is delivered to the ‘‘wrong’’ tonotopic location
with respect to the normal acoustic map, the listener gradu-
ally adapts to the altered pattern~Rosenet al., 1999!. This
mapping is called the adapted electric map.

While CI users may adapt somewhat to altered speech
patterns produced by a less-than-optimal frequency-to-
electrode assignment, some issues remain to be addressed
regarding listeners’ accommodation to spectral mismatches.
One issue involves the degree to which learning can com-
pensate for deficits in performance caused by a spectral mis-
match. Posenet al. ~1993! found that, even after consider-
able training with spectrally altered stimuli, performance
with spectrally shifted speech never achieved the baseline
levels for unshifted speech stimuli. Rosenet al. ~1999! re-
ported that, while performance improved with training, NH
subjects listening to frequency-shifted speech via 4-band

noise vocoder performed below the baseline scores measured
with matched analysis and carrier bands. Fu and Shannon
~1999a! also measured vowel recognition scores as a func-
tion of the analysis filters in both CI users and NH subjects
listening to similarly degraded speech. The results showed
that the performance functions~percent correct versus tono-
topic shift! of CI listeners exhibited a peak well below that of
NH subjects listening to similarly degraded speech. How-
ever, the overall shape of the functions was similar between
the two groups, suggesting that both groups were similarly
affected by the tonotopic shift; CI performance was simply
shifted downward. Fu and Shannon hypothesized that the
difference in peak performance was due to CI users’ diffi-
culty in accommodating completely to the tonotopic shift. In
general, it is unclear whether CI listeners can completely
adapt to spectrally altered speech patterns. The normal ‘‘in-
ternal’’ representations of speech—which may be defined as
the abstract pattern representation unique to phonemes and
are derived from life-long experience with the peripheral
neural patterns of speech sounds—cannot be completely dis-
placed.

Another issue affecting CI listeners’ ability to accommo-
date spectral mismatches involves the time course over
which most learning takes place. In the above-mentioned
Rosenet al. ~1999! study, NH subjects listening to spectrally
degraded speech improved from chance-level performance to
50% of the baseline measures within 3 h. Many of the afore-
mentioned studies that tracked performance immediately af-
ter implantation found continued significant improvement
over the first 6-month period.

The limiting factor of CI users’ ability to accommodate
new speech patterns may also depend on the input acoustic
patterns. While parametric changes in the spectral and tem-
poral resolution of a speech processor may have immediate
beneficial or detrimental effects that CI users’ may accom-
modate, the degree and time course of accommodation may
ultimately depend on the spectro-temporal resolution of the
speech processor. Speech processing strategies that improve
the resolution of the input acoustic pattern have shown
marked improvements in performance in those patients who
switched to the updated processors~Dorman and Loizou,
1997; Pelizzoneet al., 1999; Wilsonet al., 1991!. Skinner
et al. ~1995! found that six out of seven Nucleus-22 implant
patients using the SPEAK strategy performed better in vowel
tests with frequency allocation Table 7~120–8600 Hz! than
with frequency Table 9~150–10 832 Hz!. In the SPEAK
strategy, the frequency allocation tables determine the
frequency-to-electrode assignment. Skinneret al.argued that
Table 7 assigned more electrodes to important frequency re-
gions below 1 kHz, thereby improving vowel recognition.
These results suggest that the peak performance or degree of
adaptation to spectrally shifted speech may depend on both
the degree of mismatch and the resolution of the shifted
speech. If implant users have ‘‘infinite’’ plasticity, frequency
allocations with better spectral resolution~within the speech
range! would most likely provide the best performance.
However, for severe spectral mismatches, the learning poten-
tial may be limited and/or the learning process may be very
slow; the benefit of improved spectral resolution may not
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offset the disadvantage caused by the mismatch, resulting in
poor performance.

In summary, adaptation to an altered frequency-to-
electrode mapping does not preclude or reduce the relative
importance of the various speech processor parameters.
However, it is necessary to evaluate the long-term effects of
parametric variations on speech performance, especially for
those parameters that have a dramatic effect on performance
in ‘‘acute’’ studies. The goal of this study is to determine
whether this parameter’s detrimental effect on speech recog-
nition would persist, or whether the listeners would rapidly
adapt to the frequency-shifted representation of speech infor-
mation through their cochlear implants. We hypothesize that
the time course and completeness of the accommodation to a
shift or distortion in the tonotopic pattern of speech depends
on the degree of the shift or distortion. Mild shifts or distor-
tions might result in a rapid and complete accommodation,
which more severe shifts or distortions might result in long-
term and incomplete accommodation.

II. METHODS

A. Subjects

Three postlingually deafened adults using the
Nucleus-22 implant device participated in this study. All had
at least 4 years experience using the SPEAK speech process-
ing strategy and all were native speakers of American En-
glish. The SPEAK strategy used in the Nucleus-22 processor
divides an input acoustic signal into 20 frequency bands,
extracts the amplitude envelope from all 20 bands, and then
stimulates the electrodes corresponding to the 6 to 10 bands
containing the maximum amplitudes~Seligman and McDer-
mott, 1995!. The frequency allocation table specifies the fre-
quency range covered by the speech processor and the fre-
quency ranges assigned to each electrode. All implant
subjects had 20 active electrodes available for use. Two sub-
jects ~N4 and N7! used frequency allocation Table 9~150–
10 823 Hz! in their clinically assigned processor and one
subject ~N3! used frequency allocation Table 7~120 Hz–
8658 Hz!. All participants had extensive experience in
speech recognition experiments and were highly familiar
with the tasks used in this experiment. Table I contains rel-
evant information for the three subjects and Table II lists
cutoff frequencies of frequency allocation Tables 1, 7, and 9.

B. Experimental speech processor mapping

In the Nucleus-22 implant device, the MAP consists of
the psychophysical parameters for each individual patient

stored in the memory of the speech processor; it is used to
accommodate perceptual differences between patients and
compensates for differences between electrodes within the
same patient. The MAP determines how acoustic information
is transformed into the patterns of electric stimulation. A pri-
mary function of the MAP is to translate the spectral infor-
mation found in the incoming acoustic signal into stimula-
tion of the appropriate electrodes. During the clinical fitting,
frequency ranges are assigned to the electrodes. The experi-
mental speech processor was implemented in each subject’s
Spectra 22 speech processor~i.e., hardware device! by as-
signing frequency allocation Table 1~frequency range: 75–
5411 Hz!, thereby shifting the filterbank analysis bands one
octave lower for subjects N4 and N7, and 0.68 octave lower
for subject N3. In all cases, 20-electrode processors were
used; threshold and maximum comfort levels~T- and C- lev-
els! for each electrode as well as the optimal microphone
sensitivity were remeasured for each subject prior to the ex-
periment using the clinical fitting system. Subjects volun-
teered to wear the experimental processor as their ‘‘every-
day’’ map continuously for a 3-month period, allowing them
to experience the new processor in a variety of settings out-
side the laboratory environment.

C. Test materials

Speech recognition was assessed using four sets of test
materials, including two closed-set identification tasks and
two open-set recognition tasks. The two closed-set identifi-
cation tasks included multitalker vowel and consonant iden-
tification. Vowel recognition was assessed in a 12-alternative
identification paradigm for 12 phonemes, including 10
monophthongs~/i  } æ u υ ɑ ö ɔ Å/! and 2 diphthongs
~/o e/!, presented in an /h/-vowel-/d/ context~heed, hid, head,
had, who’d, hood, hod, hud, hawed, heard, hoed, hayed!. The
tokens for these closed-set tests were digitized natural pro-
ductions from 5 men, 5 women, and 5 children, drawn from
speech samples collected by Hillenbrandet al. ~1995!. Con-
sonant recognition was assessed in a 16-alternative identifi-
cation paradigm for the consonants /b d g p t k l m n f sʃ v
z Y dc/, presented in an /a/-consonant-/a/ context. Three
speakers~1 male, 2 female! produced two exemplars of each
consonant. All consonant tokens were recorded at the House
Ear Institute.

Two open-set recognition tasks included two sentence
tests. Recognition of words in sentences was measured using
the Hearing in Noise Test~HINT! sentences~Nilssonet al.,
1994! and the DARPA TIMIT acoustic–phonetic continuous

TABLE I. Subject information for three Nucleus-22 cochlear implant listeners who participated in the present
study. Frequency table refers to the frequency allocation used by the listener in their clinically assigned pro-
cessor. Insertion depth is reported as the number of stiffening rings outside the round window from the surgical
report. A full insertion would be 0 rings out.

Subject Age Gender
Cause of
deafness

Duration
of use

Insertion
depth

Frequency
table

N3 55 M Trauma 6 years 3 rings out 7
N4 39 M Trauma 4 years 4 rings out 9
N7 54 M Unknown 4 years 0 rings out 9
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speech corpus~Garofoloet al., 1993!. The sentences were of
low to moderate difficulty for the HINT materials and of
moderate to extreme difficulty for the TIMIT materials.

D. Procedures

Speech recognition with the experimental processor was
tested immediately at the time of fitting, then 1, 2, and 4 days
after fitting, and weekly thereafter, until the end of the
3-month test period. Speech intelligibility tests using sub-
jects’ ‘‘everyday’’ speech processor were administered im-
mediately before fitting with the ‘‘experimental’’ processor
and again immediately after the 3-month experimental pe-
riod, with no readjustment period.

Each test block included 180 tokens (12 vowels
315 talkers) for vowel identification and 192 tokens
(16 consonants33 talkers32 exemplars32 repeats) for con-
sonant identification. On each trial, a stimulus token was
chosen randomly, without replacement, and presented to the
subject. Following presentation of each token, the subject
responded by pressing one of 12 buttons in the vowel test or
one of 16 buttons in the consonant test, each marked with
one of the possible responses. The response buttons were

labeled in an /h/-vowel-/d/ context for the vowel recognition
task and /a/-consonant-/a/ context for the consonant recogni-
tion task. No feedback was provided to the subjects.

For HINT sentence recognition, a list was chosen pseu-
dorandomly from among 26 lists, and sentences were chosen
randomly, without replacement, from the 10 sentences within
that list. For TIMIT sentence recognition, a list was chosen
pseudorandomly from among 50 lists, and sentences were
again chosen randomly, without replacement, from the 20
sentences within that list. The subject responded by repeating
the sentence as accurately as possible. Two different sets of
10 HINT sentences and three different sets of 20 TIMIT
sentences were used for each testing session. Individual data
points represent two runs for both vowel and consonant iden-
tification, two runs for HINT sentence recognition~20 sen-
tences!, and three runs for TIMIT sentence recognition~60
sentences!. No feedback was provided, and subjects were
instructed to guess if they were not sure, although they were
cautioned not to provide the same response for each guess.
Note that TIMIT sentence recognition was not measured for
subject N4 because the test materials were not available at
that time.

To avoid any differences in performance between sub-
jects due to differences between the headset microphones, all
speech tokens were presented via Cochlear’s Audio Input
Selector~AIS! device; the gain of the AIS was set to maxi-
mum. All speech stimuli were presented at a comfortable
loudness level and all stimuli were equated in terms of long-
term root-mean-square~rms! level.

III. RESULTS

Table III shows the pretesting baseline performance and
postexperiment control measures for multitalker vowel and
consonant identification, HINT sentence recognition, and
TIMIT sentence recognition. The pretest baseline perfor-
mance was measured immediately before implementing the
experimental processor. For this baseline measure, subjects
used their everyday clinically assigned SPEAK processors.
The postexperiment control performance was measured im-
mediately after reimplementing the clinically assigned
SPEAK processors, with no period of adjustment. A Stu-
dent’s t-test on the group scores showed that the postexperi-
ment scores were not significantly different from the preex-
periment baseline measures for all speech recognition
measures.

Figure 1 shows the individual scores for vowel and con-
sonant phoneme recognition as a function of time. In each
panel, the initial three filled symbols represent scores mea-

TABLE II. Cutoff frequencies are assigned to each electrode for experimen-
tal ~Table 1! and clinically assigned~Tables 7 and 9! speech processors. CF0
represents the lower cutoff and CF1 represents the upper cutoff to the most
apical electrode in the array. Numbers in the table for CF2–CF20 represents
the upper cutoff of the frequency band assigned to successively more basal
electrodes.

Table 1 Table 7 Table 9

CF0 75 120 150
CF1 175 280 350
CF2 275 440 550
CF3 375 600 750
CF4 475 760 950
CF5 575 920 1150
CF6 675 1080 1350
CF7 775 1240 1550
CF8 884 1414 1768
CF9 1015 1624 2031
CF10 1166 1866 2333
CF11 1340 2144 2680
CF12 1539 2463 3079
CF13 1785 2856 3571
CF14 2092 3347 4184
CF15 2451 3922 4903
CF16 2872 4595 5744
CF17 3365 5384 6730
CF18 3942 6308 7885
CF19 4619 7390 9238
CF20 5411 8658 10823

TABLE III. Pretest baseline and postexperiment control performance for the three subjects with their clinically
assigned speech processors. The speech tests were presented at 70 dB SPL.

Vowels~%! Consonant~%! HINT~%! TIMIT ~%!

Subject Pre- Post- Pre- Post- Pre- Post- Pre- Post-

N3 69.5 66.4 74.2 70.3 96.2 96.1 58.9 59.2
N4 81.1 83.6 78.1 84.9 100 100 n/a n/a
N7 64.5 67.8 70.1 71.1 100 99.0 63.2 62.0

Mean 71.7 72.6 74.1 75.4 98.7 98.4 61.1 60.6
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sured with the clinical processor just before implementation
of the experimental processor. The final three filled symbols
represent measurements taken with the clinical processor im-
mediately after reinstallation at the end of the 3-month ex-
perimental period. Multitalker vowel identification~top
panel! dropped dramatically immediately after implementing
the experimental processor; the drop in performance ranged
from 29.8 to 34.3 percentage points across listeners, with a
mean drop of 31.6 percentage points. The mean deficit
gradually reduced to 20.7 percentage points during the first
week, after which little significant improvement was ob-
served. An analysis of the variance in these mean deficit
scores showed no significant improvement after day 58
@F(1,5)52.78,p50.17#, and the asymptotic performance
with the experimental speech processor remained signifi-
cantly lower than the baseline performance (p,0.001).

For multitalker consonant identification~bottom panel!,
a mean drop in performance of only 15.9 percentage points
was observed immediately after implementing the experi-
mental processor. The mean deficit reduced to about 10 per-
centage points after 9 days, and 5 percentage points after 44
days. An analysis of the variance in these mean deficit scores
showed no significant improvement after day 44@F(1,7)
50.96,p50.36#. As with vowel recognition, consonant rec-
ognition performance with the experimental speech proces-
sor remained significantly lower than the baseline perfor-
mance with the clinically assigned speech processor (p
,0.001).

Figure 2 shows an analysis of the vowel recognition
scores from Fig. 1 according to talker gender. For male talk-
ers ~top panel!, mean performance dropped 27.8 percentage

points immediately postfitting. The mean deficit quickly re-
duced to 14.7 percentage points after only 3 days of exposure
to the experimental processor, then gradually reduced to
about 10 percentage points after 3 months of exposure. How-
ever, an analysis of the variance in these mean deficit scores
showed no significant improvement after day 22@F(1,10)
53.24,p50.11#. A Student’s t-test on deficit scores further
showed that subject N7 achieved an asymptotic performance
level similar to the baseline score measured with his clini-
cally assigned speech processor (p.0.05). For female talk-
ers~middle panel!, mean performance dropped 34.7 percent-
age points immediately postfitting; female vowel
identification scores remained about 22 percentage points
lower than the prefitting baseline performance, even after 3
months of exposure to the experimental processor. An analy-
sis of the variance in these mean deficit scores showed no
significant improvement after day 44@F(1,7)52.21,p
50.19#. Similarly, the mean drop in vowel identification for
child talkers ~bottom panel! reduced from 31.4 percentage
points immediately postfitting to about 20 percentage points

FIG. 1. Vowel and consonant recognition scores as a function of time~post-
fitting! for the three subjects. The open symbols represent the scores mea-
sured with the experimental processor and the filled symbols represent the
scores measured with the clinical processor.

FIG. 2. Vowel recognition scores of male, female, and child talkers as a
function of time~postfitting! for the three subjects. The open symbols rep-
resent the scores measured with the experimental processor and the filled
symbols represent the scores measured with the clinical processor.
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after 7 days of exposure, after which no further improvement
was observed@F(1,13)51.94,p50.19#.

Figure 3 presents further analysis of the vowel recogni-
tion scores from Fig. 1 according to the following vowel
features~Skinneret al., 1996!: duration, tongue height (F1),
and tongue position (F2). Tongue height is associated with
the acoustic frequency~Hz! of the vowel first formant (F1),
and the tongue position, from the front to back of the oral
cavity, is associated with the distance between the second
(F2) and first formant (F1). For F1 information received
~top panel!, the mean drop in performance was 20.2 percent-
age points immediately postfitting. After 1 day of exposure
to the experimental processor, the deficit inF1 information
received reduced to 13.2 percentage points, after which no
significant improvement was observed@F(1,16)51.62,p
50.22#. Asymptotic performance with the experimental
speech processor remained significantly lower than the base-
line performance (p,0.001). In terms ofF2 information
received~middle panel!, mean performance dropped more
than 50 percentage points immediately postfitting. The

amount ofF2 information received gradually improved over
time and the mean deficit reduced to about 35 percentage
points after 3 months of exposure to the experimental pro-
cessor. An analysis of the variance in these mean deficit
scores showed no significant improvement after day 51
@F(1,6)54.25,p50.09# and the asymptotic performance
with the experimental speech processor remained signifi-
cantly lower than baseline performance (p,0.001). For
vowel duration information received~bottom panel!, a mean
deficit of 22.7 percentage points was observed immediately
postfitting. An analysis of the variance in these mean deficit
scores showed no significant improvement after day 2
@F(1,16)54.06,p50.06#; asymptotic performance with the
experimental speech processor remained significantly lower
than baseline performance with the clinically assigned
speech processor (p,0.001).

Figure 4 presents a feature analysis of the consonant
recognition scores shown in Fig. 1 as a function of time,
according to the production-based categories of voicing,
manner, and place of articulation~Miller and Nicely, 1955!.

FIG. 3. Vowel information received according to the features of first and
second formants~F1 and F2! and vowel duration, as a function of time
~postfitting! for the three subjects. The open symbols represent the scores
measured with the experimental processor and the filled symbols represent
the scores measured with the clinical processor.

FIG. 4. Consonant information received on the production-based features of
voicing, manner, and place as a function of time~postfitting! for the three
subjects. The open symbols represent the scores measured with the experi-
mental processor and the filled symbols represent the scores measured with
the clinical processor.
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In terms of voicing information received~top panel!, mean
performance dropped 9.2 percentage points immediately
post-fitting. There was no significant improvement after 1
month of exposure @F(1,9)53.27,p50.11#; however,
asymptotic performance with the experimental processor was
not significantly lower than the clinically assigned processor
(p50.07). A large intersubject variation was observed. Sub-
ject N7 actually demonstrated slightly higher reception of
voicing information when using frequency Table 1, while
subject N3 remained slightly lower. A significantly different
recognition pattern was observed in the reception of manner
cues~middle panel!. Manner reception actually improved by
5 percentage points immediately postfitting; after 3 months,
mean scores were 15 percentage points higher than the initial
baseline performance. However, postexperiment control
measures made immediately after reimplementing the clini-
cally assigned processor were also 15 percentage points
higher than the baseline performance, suggesting that listen-
ers improved in identification of manner cues simply from
exposure to the testing. In terms of consonant place informa-
tion received~bottom panel!, mean scores were 24.4 percent-
age points lower than the baseline scores immediately post-
fitting. The performance deficit gradually reduced to about 9
percentage points after 3 months of exposure to the new
processor. An analysis of the variance in these on mean defi-
cit scores showed no significant improvement after day 44
@F(1,7)54.46,p50.08#; here, asymptotic performance
with the experimental speech processor remained signifi-
cantly lower than the baseline performance with the clini-
cally assigned speech processor (p,0.001).

Figure 5 shows individual scores for HINT and TIMIT

sentence recognition as a function of time. For HINT sen-
tence recognition~top panel!, a mean drop of 35.6 percent-
age points was observed immediately following implementa-
tion of the new speech processor. The deficit reduced to
about 20 percentage points after 1 week of exposure to the
new processor and to about 10 percentage points 1 month
later, after which no improvement was observed@F(1,9)
53.92,p50.08#. Asymptotic performance with the experi-
mental speech processor remained significantly lower than
baseline performance (p,0.001). For TIMIT sentence rec-
ognition ~bottom panel!, a mean drop in performance of 41.2
percentage points was observed immediately postfitting with
the experimental processor. Note that only two subjects’ data
are available~TIMIT recognition scores were not measured
in subject N4 because the test materials were not available at
that time!. The mean deficit for TIMIT sentences reduced to
about 27 percentage points after 37 days of exposure to the
new speech processor, after which no improvement was ob-
served@F(1,8)54.42,p50.07#. Again, asymptotic perfor-
mance with the experimental speech processor remained sig-
nificantly lower than baseline performance with the clinically
assigned speech processor (p,0.001).

IV. DISCUSSION

The data from the present study show that all subjects
exhibited significantly better speech recognition scores after
3 months of exposure to the experimental speech processor
than those measured immediately postfitting, consistent with
results from the previous learning studies~Wilson et al.,
1991; Shallop and McGinn-Brunelli, 1995; Dorman and
Loizou, 1997; Pelizzoneet al., 1999!, indicating that all sub-
jects were capable of learning the spectrally distorted pat-
terns caused by a shifted frequency-to-electrode assignment.
However, subjects were not able to completely accommodate
to the new speech patterns. After 3 months of daily use,
performance with most test materials remained significantly
lower than levels measured with the clinically assigned pro-
cessor.

A. Time course and performance variability

The recovery function shown in the learning curves
seems to have been highly dependent on the speech test ma-
terials. The amount of adaptation and the rate of recovery
were remarkably different for the four speech recognition
measures. For example, the mean performance deficits in
vowel and consonant recognition were comparable immedi-
ately postfitting. Mean vowel recognition remained 20 per-
centage points lower than the pretest baseline measures after
3 months of exposure~Fig. 1, top!. On the other hand, mean
consonant scores after 3 months were only about 4 percent-
age points lower than the pretest baseline measures. For sub-
ject N7, consonant recognition gradually reached a perfor-
mance level similar to the baseline measures. One
explanation for this difference might be that the temporal
patterns~important for consonant recognition! were much
less affected by the mismatched frequency-to-electrode as-
signment than the spectral patterns~important for vowel rec
ognition!. A similar disparity in the learning curve was also
observed between the HINT and TIMIT sentence materials.

FIG. 5. HINT and TIMIT sentence recognition scores as a function of time
~postfitting! for the three subjects. The open symbols represent the scores
measured with the experimental processor and the filled symbols represent
the scores measured with the clinical processor.
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However, the difference in sentence recognition might best
be explained by performance ceiling effects associated with
the easy HINT sentences.

In addition to being highly dependent on test materials,
the learning curves also demonstrated high intersubject and
intrasubject variability. For example, subject N7 showed the
largest performance deficit in vowel and consonant recogni-
tion immediately postfitting, but showed the least perfor-
mance deficit after 3 months of daily use. In terms of intra-
subject variability, speech performance varied significantly
from day to day, or week to week. This variability was also
somewhat dependent on the speech test materials. For ex-
ample, the consonant recognition performance of subjects
N3 and N4, after significantly improving during the first 2
months of exposure to the experimental processor, actually
appeared to slightly deteriorate during the last month of the
test period. Similarly, subject N7’s performance in TIMIT
sentence recognition appeared to drop during the last month
of testing, despite continually improving during the first 2
months of exposure to the experimental processor. Overall,
performance at the end of the test period was significantly
better than that measured at the early stages of learning for
all subjects and all test materials. The variation across trials
was relatively small for vowel and consonant identification,
but high for sentence recognition. This may be due in part to
the variability within the acoustic stimuli that comprised the
speech test materials. Although all speech materials were
equated for long-term rms level, there is much less amplitude
variation in the phoneme sets than found in the sentence sets,
which can vary greatly within and across sentences. The sen-
tence sets also vary more in terms of overall linguistic com-
plexity than the phoneme sets.

B. Familiarization and adaptation periods

Despite the high variation across subjects and trials for
all test materials, the learning curves can be characterized by
two distinct periods, which we term familiarization and ad-
aptation. For most measures, performance improved signifi-
cantly during the first several days or weeks, after which a
relatively slow improvement or no improvement was ob-
served. In this initial period, because the new patterns of
electric stimulation were very different from previous pat-
terns to which the implant listeners were accustomed, sub-
jects were forced to ‘‘familiarize’’ themselves with the char-
acteristics of these new patterns. The familiarization process
might be compared to the experience of adjusting to some-
one who speaks with a heavy accent; word recognition might
be relatively poor at first, but after a short time, recognition
can improve considerably. This familiarization process was
also reflected in the speech quality reported by these sub-
jects. All subjects reported that speech sounded ‘‘really
strange’’ immediately after implementing the experimental
processor. However, the ‘‘strange’’-sounding speech was re-
ported as sounding much more ‘‘natural’’ after only several
days of exposure. This recovery of natural-sounding speech
possibly indicated that the familiarization period was over.

Following the familiarization process was a period of
longer-term adaptation. In this period, although the speech
had achieved a natural sound quality, the spectral patterns

delivered to the electrodes remained dramatically different
from those of the clinically assigned processor. While the
relative tonotopic distribution of excitation may have been
similar between the clinical and the experimental processors,
the speech patterns were being delivered to a more basal
distribution of electrodes. In their everyday use of the experi-
mental processors, subjects had to adapt to the new patterns
of speech sounds by use of feedback from the talker or other
means~such as lipreading!. The adaptation process was rela-
tively slow when compared to the familiarization process.

C. Spectral resolution and spectral mismatch

Skinner et al. ~1995! found that frequency allocation
Table 7 provided better vowel recognition than the clinically
recommended Table 9 for several CI listeners. They specu-
lated that vowel recognition improved due to the fact that
Table 7 provided more analysis bands in the speech fre-
quency range, thus improving spectral resolution in this fre-
quency range. Svirsky and Meyer~1997! provided a math-
ematical model that predicted vowel recognition, given a
frequency allocation and fundamental auditory resolution of
an implant listener. The model also predicted improved per-
formance with Table 7 because Table 7 maps a more re-
stricted frequency range~although one that covers the rel-
evant speech spectrum! onto more electrodes than Table 9,
expanding the cochlear representation and thus providing
better discrimination for formant frequencies. Based on this
hypothesis, frequency allocation Table 1, used in the present
experimental processors, expands the key speech frequency
range even more in terms of cochlear distance and, given an
implant listener with ‘‘unlimited’’ neural plasticity, could
have resulted in even higher levels of vowel perception.
However, the data from the present study clearly demon-
strated that, even after 3 months of daily use, speech recog-
nition with most test materials remained significantly lower
than the performance levels measured with the ‘‘everyday’’
clinically assigned processor. Recently, Svirskyet al. ~2001!
developed a mathematical model of speech perception by
cochlear implant users~the MPI model! to estimate the maxi-
mum vowel identification scores that could be obtained from
cochlear implant users, based on their measured electrode
discrimination abilities. They found that seven out of eight
subjects initially performed significantly worse than the
maximum estimates~or ‘‘psychophysical ceilings’’! provided
by the MPI model. However, all subjects reached these ceil-
ings after a few months of experience with their cochlear
implants. They suggest that, when the spectral mismatch is
not too pronounced, users of cochlear implants may be able
to adapt to it.

These results suggest that there is probably a limited
range of spectral shifting over which alternate representa-
tions may be learned~at least in a 3-month period!. The
best-matched frequency region may only tolerate limited dis-
tortion to a given spectral pattern, beyond which even ex-
tended learning may not be sufficient to accommodate radi-
cally shifted spectral patterns. Fu and Shannon~1999a, b!
proposed two hypotheses—tonotopic matching and
accommodation—to explain how CI listeners might develop
‘‘internal’’ representations of electrically stimulated speech
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patterns. In the tonotopic-matching hypothesis, the best
speech performance is achieved when the acoustic frequency
information is delivered to an electrode that stimulates neu-
rons in the correct cochlear location for that frequency. Even
though the best speech recognition occurs with tonotopic
matching, there is a range~;3 mm! of frequency-to-
electrode mismatch that can be tolerated without compromis-
ing speech perception. Fu and Shannon suggest that this
63-mm tolerance is due to the central pattern recognition
accommodating to the normal variation across talkers, from
low-pitched males to high-pitched children. Although the
precise location of the electrodes along the longitudinal axis
of the scala tympani is difficult to determine accurately
~Ketten et al., 1998; Skinneret al., 1994!, an estimation of
the location can be obtained from Greenwood’s~1990! for-
mula based on the reported insertion depth of the electrode
array. Some degree of spectral mismatch is unavoidable be-
cause of the limited electrode insertion depth and the spacing
of electrodes along the array. Some of the variation in per-
formance across cochlear implant listeners may be due to the
relative location of the electrodes and frequency assignments
relative to the normal acoustic map. CI listeners whose map
is within 3 mm of the acoustic map may be able to adapt
relatively quickly to the pattern of information provided by
the implant. CI listeners whose map is more than 3 mm from
the acoustic map might have low performance and long ad-
aptation times. The present results show incomplete adapta-
tion to a map that was intentionally misadjusted even after 3
months of daily use.

Under the accommodation hypothesis, speech recogni-
tion improves over time as the listener gains experience with
the spectral information delivered to each electrode by the
speech processor. Even if the spectral information is deliv-
ered to the ‘‘wrong’’ tonotopic location with respect to the
normal acoustic map, the listener gradually adapts to the al-
tered pattern~Rosenet al., 1999!, which then becomes the
‘‘internal’’ representation for that person. This mapping is
called the adapted electric map. Previous ‘‘acute’’ studies
suggest that implant listeners do adapt to the frequency-to-
electrode map in their processor over time, as illustrated by
the fact that subjects who have dramatically different elec-
trode insertion depths use similar frequency-to-electrode as-
signments to obtain the best performance~Fu and Shannon,
1999a, b!. In the present study, subject N3 used frequency
allocation Table 7 in his everyday clinically assigned speech
processor, while subjects N4 and N7 used Table 9. Thus, the
shift toward Table 1 in the experimental processors was less
severe for subject N3~0.68 octave, compared to 1 octave for
N4 and N7!. However, subject N3 showed as much, if not
more of a performance deficit than the other subjects, imme-
diately after implementing the shifted experimental proces-
sor. At the end of the 3-month test period, N3 exhibited a
similar degree of accommodation as the other two subjects,
both in terms of overall performance and in rate of improve-
ment. The relative shifts from the adapted electric map
~Table 7 to Table 1 versus Table 9 to Table 1! may not have
been large enough to produce any marked differences in per-
formance.

The data from the present study also indicate the strong

contribution of tonotopic matching to speech performance. If
speech performance was limited by the adapted electric map,
subjects with different electrode insertion depths should have
shown similar improvement over time. Although the general
pattern of the learning curve was similar across these three
subjects, some intersubject differences indicate that speech
performance might have been affected by the degree of tono-
topic mismatch. As shown in Table I, subject N7 had a full
insertion depth, while subjects N3 and N4 had 3 and 4 rings
out, respectively; therefore, the location of electrode array
was 2.25 to 3 mm deeper for subject N7 than for the other
subjects. According to the tonotopic-matching hypothesis,
frequency allocation Table 1 should provide less of a mis-
match between the acoustic information and the electrode
locations for subject N7 than for subjects N3 and N4. The
results did show that the deficit between the asymptotic per-
formance with the experimental processor and the pretesting
baseline performance was smaller for subject N7 than for
subjects N3 and N4 in most measures. A clear example is
shown in the vowel scores of male talkers~see Fig. 3, top!.
Thus, it is possible that the degree of tonotopic mismatch
might affect how completely CI users were able to accom-
modate the frequency-shifted experimental processor during
the 3-month period.

D. Baseline performance versus postexperiment
measures

It was somewhat surprising that there was no significant
difference between the pretest baseline performance and the
postexperiment control performance measured with the clini-
cal processor~see Table II!. Subjects were able to improve
their performance by adapting to the new patterns of electric
stimulation of the experimental processor, yet also main-
tained the performance levels achieved with the previous
patterns of stimulation delivered by the clinically assigned
processor. This result raises the question of how learning and
adaptation affect well-ingrained internal representations of
frequency space. Does the new map of internal frequency
space supplant the previously learned map, or can two maps
coexist? If there can be only one map at a time and the
experience with the experimental MAP had gradually shifted
the internal representation of frequency space, then we
would expect a reduction in performance when subjects were
returned to the original clinically assigned map. But, the fact
that there was no significant performance drop immediately
following the reinstallation of the clinical processor suggests
that the internal representation had not been significantly re-
shaped, or that multiple maps can coexist. The improvement
in speech performance observed with the experimental pro-
cessor may have caused only a temporary shift in the internal
representation of frequency space, or only mildly influenced
the internal map. As a new internal representation becomes
established, it is possible that the previous map is not
‘‘erased,’’ but that both maps exist with differing saliencies.
As more experience with the new representation is gained,
that new representation may become dominant and the old
representation may gradually weaken. It is also possible that
once an internal representation were sufficiently ‘‘ingrained’’
it might not weaken from disuse.
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Clearly, 3 months was not enough time to either fully
modify the old internal representation or establish equivalent
performance with a new internal representation. Over a
longer~perhaps much longer! time course these CI users may
have been able to either establish the new internal represen-
tations or access both new and old representations with rela-
tive ease. It is possible that postlingually deafened implant
patients start to establish an alternate representation when
they first begin to experience electrical stimulation immedi-
ately after implantation. The new patterns of stimulation are
learned in comparison to the existing patterns learned during
their previous experience with normal hearing. Once estab-
lished, the patterns produced by electrical stimulation be-
come the new templates against which parametric changes in
the speech processor are compared, which in turn are always
compared to the speech patterns that were experienced in
normal hearing. Recent results with children~Eisenberg
et al., 2000! suggests that in a normal-hearing child the origi-
nal learning process can take more than 7 years to establish.
If this is the case, then establishing a secondary template as
an adult might take an equally long time, especially if the
new pattern is sufficiently different from the original acoustic
pattern.

E. Clinical implications

The data from the present study and from previous acute
studies of frequency shifting experiments indicate that the
interaction between the normal acoustic map and the adapted
electric map will significantly affect speech performance in
CI listeners. Although CI users may be capable of adapting
to any pattern of electric stimulation, the peak level of per-
formance and the adaptation period may depend on how well
matched the frequency allocation of the device is to the
original acoustic map. A severe spectral mismatch may result
in a lower asymptotic level of performance as well as a
longer accommodation period. One might expect that design-
ing a filterbank of analysis bands that was well matched to
the location of the electrode array for each patient might
solve this problem. And, while it is probably true that a fre-
quency allocation based on the normal acoustic map might
require a relatively short accommodation period, such an al-
location, especially for implant users with shallower inser-
tion depths, might result in a loss of important low-frequency
speech information, which cannot be restored by accommo-
dation. The frequency range of the acoustic signal would be
more severely restricted than for the clinically recommended
frequency allocation range. In such a case, a frequency allo-
cation assignment with a wider overall frequency range and
better spectral resolution might provide better performance,
despite the spectral mismatch between some analysis and
carrier bands.

In a cochlear implant it should also be considered that it
is the neurons that define the normal acoustic location, not
necessarily the electrode location in the scala tympani. The
nerves activated by an electrode might not be exactly adja-
cent to the electrode’s cochlear location, due to the degen-
eration of peripheral neural processes, current flow path-
ways, and the geometry of the spiral ganglion in the
modiolus. In any case, the trade-off between a tonotopically

matched mapping, electrode insertion depth, and adaptation
should be carefully considered in the initial fitting of a co-
chlear implant speech processor.

V. SUMMARY AND CONCLUSIONS

Three Nucleus-22 cochlear implant listeners voluntarily
wore a speech processor for a period of 3 months that was
purposely shifted in terms of frequency-to-electrode assign-
ment. Results showed that, immediately postfitting, the
speech processor with the altered frequency-to-electrode as-
signment produced significantly lower performance in all
measures of speech recognition. Over a 3-month period, rec-
ognition scores of consonants and HINT sentences with the
experimental processor gradually approached a performance
level comparable to the baseline and postexperiment mea-
sures made with the clinically assigned processor. In con-
trast, recognition scores of vowels and TIMIT sentences re-
mained far below the pretest baseline performance for all
subjects at the end of the 3-month training period. Postex-
periment control measures made immediately following the
reinstallation of the clinically assigned processor were not
significantly different from the baseline measures made with
the clinical processor just prior to the experiment, suggesting
that the internal representation of frequency space~spectral
patterns! had not been reshaped by 3-months experience with
a shifted frequency-to-electrode assignment.
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The purpose of the present study was to examine the benefits of providing audible speech to
listeners with sensorineural hearing loss when the speech is presented in a background noise.
Previous studies have shown that when listeners have a severe hearing loss in the higher
frequencies, providing audible speech~in a quiet background! to these higher frequencies usually
results in no improvement in speech recognition. In the present experiments, speech was presented
in a background of multitalker babble to listeners with various severities of hearing loss. The signal
was low-pass filtered at numerous cutoff frequencies and speech recognition was measured as
additional high-frequency speech information was provided to the hearing-impaired listeners. It was
found in all cases, regardless of hearing loss or frequency range, that providing audible speech
resulted in an increase in recognition score. The change in recognition as the cutoff frequency was
increased, along with the amount of audible speech information in each condition~articulation
index!, was used to calculate the ‘‘efficiency’’ of providing audible speech. Efficiencies were
positive for all degrees of hearing loss. However, the gains in recognition were small, and the
maximum score obtained by an listener was low, due to the noise background. An analysis of error
patterns showed that due to the limited speech audibility in a noise background, even severely
impaired listeners used additional speech audibility in the high frequencies to improve their
perception of the ‘‘easier’’ features of speech including voicing. ©2002 Acoustical Society of
America. @DOI: 10.1121/1.1506158#

PACS numbers: 43.71.Ky, 43.71.Gv, 43.66.Sr@KRK#

I. INTRODUCTION

There have been a considerable number of recent studies
suggesting that the benefits of providing audible speech to
listeners with sensorineural hearing loss~as is done by a
hearing aid!, has limitations. For example, Chinget al.
~1998! and Hogan and Turner~1998! showed that providing
bands of high-frequency speech at audible levels for severe
hearing losses often resulted in no increase or even a de-
crease in speech recognition for some patients. This trend
was evident for speech information above approximately
2500–3000 Hz. Turner and Cummings~1999!, Skinner
~1980!, and Rankovic~1991! provided similar evidence that
maximizing the amount of audible speech was not always the
most beneficial strategy for patients with sensorineural hear-
ing loss. On the other hand, Chinget al. ~1998! and Turner
and Brus~2001! demonstrated that for lower-frequency re-
gions of the speech range, amplifying speech to audible lev-
els consistently provided benefit to all patients.

This linking of a limited benefit for amplification to the
degree of hearing loss implies that the degree and type of
cochlear damage is an important factor in determining
whether audible speech will be beneficial or not. A number
of authors~e.g., Van Tasell, 1993; Turner, 1999; Turner and
Cummings, 1999; Turner and Brus, 2001; Vickerset al.,
2001! hypothesized that these severe hearing losses indicate
damage to the inner hair cells. Vickerset al. ~2001! have also
shown limited benefits of amplification and suspected that
this occurs when speech is presented to ‘‘dead regions’’ of
the cochlea. Such damage could interfere with the perception
of speech, particularly with the place of articulation feature

of speech, which is carried to a large extent by the higher-
frequency regions of speech.

All of the above-mentioned studies looked at the recog-
nition of speech in quiet~i.e., no background noise!. In the
present study we extended this line of research to the situa-
tion where speech is presented in a background noise that
has a spectrum similar to the speech. The present study de-
termined the ability of hearing-impaired listeners, with a
range of hearing loss degrees and configurations, to extract
speech information from the audible portion of the speech
signal when listening in background noise. At the outset of
this study, we quite expected that our results would lead to
conclusions similar to the previous research. Since it is well
known that listeners with sensorineural hearing loss often
have difficulty understanding speech in noisy backgrounds
~even when they may do quite well in quiet!, our expecta-
tions were that the benefits of amplification would again be
zero or even negative in some situations~severe loss and
high frequencies!, perhaps even to a greater extent than in
the previous research which measured speech recognition in
quiet. However, our original predictions were not realized. In
contrast, we found that amplification of speech in a back-
ground noise always provided some benefit for listeners with
hearing loss, regardless of the degree of hearing loss and/or
the frequency region of speech. Although these gains in
speech recognition were for the most part small, this contrary
finding does provide additional insights into the speech rec-
ognition abilities of listeners with sensorineural hearing im-
pairment. It also can serve as a caution in accepting the con-
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clusions of the previous research in too sweeping of a
manner.

II. METHODS

A. Subjects

Five normal-hearing listeners and 13 listeners with sen-
sorineural hearing loss were recruited for this study. The
normal-hearing subjects had pure-tone sensitivity thresholds
better than 20 dB HL~ANSI, 1996! at all octave test frequen-
cies from 250 to 8000 Hz. The 13 listeners with sensorineu-
ral hearing loss were specifically recruited to yield a sam-
pling of various degrees of sensorineural hearing loss across
the frequency range. The pure-tone thresholds for these sub-
jects are displayed in Fig. 1. The bold line shows the average
thresholds for the group of normal-hearing subjects. Each of
the lines with symbols represents the thresholds for an indi-
vidual hearing-impaired subject. All subjects were native
speakers of American English. All of the hearing-impaired
listeners had bilateral hearing losses and the better ear of
each was used for all testing.

B. Stimuli

Pure-tone thresholds were measured at the center fre-
quencies of one-third-octave bands from 200 to 8000 Hz for
calculations of speech audibility using the articulation index
~AI !. Test tones were 500 ms in duration with 25-ms rise–
fall times. All testing ~thresholds and speech recognition!
was done in a sound booth using Sennheiser HD 25-SP
supra-aural headphones. All sound levels reported in these
experiments are referenced to the levels developed by these
headphones in the NBS-9A coupler.

The speech recognition testing in this experiment used
the same materials as in our previous studies~Hogan and
Turner, 1998; Turner and Brus, 2001!. The 12 lists of the
Nonsense Syllable Test~NST, UCLA version! were used to
measure consonant recognition. These consonants are well-
suited to subsequent error pattern analysis. Each of the 12
lists consisted of 21 or 22 consonants presented with a fixed
talker ~male or female!, consonant position~initial or final!,

and vowel context. One hundred randomly chosen stimuli
were presented from each list; thus, a data point for an indi-
vidual subject in a particular listening condition was based
upon 1200 trials. All speech tokens were stored digitally and
presented under computer control~Macintosh G4! through a
16-bit digital-to-analog converter~Audiomedia III, Digide-
sign, Inc.! at a sampling rate of 44.1 kHz with a built-in
antialiasing filter set to 20 kHz. For the hearing-impaired
subjects, the speech materials were presented through an
analog high-pass emphasis spectrum shaper~Altec-Lansing
1753!. Several versions of high-pass shaping were employed,
as well as a range of presentation levels, chosen to accom-
modate the variation in hearing-loss configurations across
subjects. The high-pass shaping provided from 15–30 dB of
relative gain for frequencies above 1000 Hz.

C. Procedures

Pure-tone thresholds were measured using a computer-
controlled adaptive procedure that varied tone levels via a
Tucker-Davis programmable attenuator~model PATT!. A
one-up, two-down, four-alternative forced-choice procedure
was employed using 2-dB steps and the threshold was taken
as the average of the final 8 of 13 reversals of the procedure.

For speech testing, the consonant phonemes were dis-
played as labeled buttons on a touchscreen~MicroTouch!.
The subjects were instructed to respond following the pre-
sentation of each token by touching the corresponding button
on the touchscreen. All subjects first participated in several
practice sessions in which they were given feedback and
learned to associate the various tokens with the correct con-
sonant response button. For these conditions, speech was
presented in a wideband condition~low-pass filtered at 9000
Hz! with no background noise present. Normal-hearing lis-
teners heard the speech at 70 dB SPL without high-pass
shaping. The subjects with hearing loss listened to the speech
through one of the spectrum shapers, which was chosen on
an individual basis, in an attempt to maximize the frequency
range for which speech could be made audible. An appropri-
ate presentation level of the speech was also determined at
this time by asking the subject to choose the level that ‘‘pro-
vided the most information about the speech sounds yet was
not uncomfortably loud.’’ The chosen spectral level of
speech for each subject was then used for a series of low-
pass filtered conditions, described below. For several of the
more severely hearing-impaired listeners, speech recognition
was also obtained at one additional higher speech presenta-
tion level in a further attempt to provide maximum speech
audibility at the highest frequencies.

Each subject’s recognition score for the NST materials
was then measured for the broadband condition without
background noise. No trial-by-trial feedback was given to the
subject for this testing, or for any subsequent testing. The
recognition scores in quiet for all the normal-hearing sub-
jects was at least 96%; for the hearing-impaired subjects the
mean recognition scores in quiet were 65%~range 51 to
77%!.

The background noise was a multitalker babble consist-
ing of both male and female voices played continuously from
a compact disk recording throughout each testing session. It

FIG. 1. The pure-tone sensitivity thresholds for the normal-hearing and
hearing-impaired subjects in this study. The heavy solid line represents the
average thresholds of the normal-hearing subjects. The lighter lines with
individual symbols show the thresholds of the hearing-impaired listeners.

1676 J. Acoust. Soc. Am., Vol. 112, No. 4, October 2002 C. W. Turner and B. A. Henry: Speech amplification in noise



was attenuated and mixed with the speech channel prior to
any spectrum shaping. Figure 2 displays the long-term spec-
tra of both the concatenated NST stimuli~with no silent spots
between tokens! and the babble, as measured at the output of
the headphones. For each subject, an appropriate level of
background noise was then chosen during some additional
pilot testing and was then used for the remainder of the
speech recognition testing. Our goal in setting the back-
ground noise level was to reduce the subjects’ scores in the
noise to be approximately two-thirds of their score in quiet,
thus providing a consistent reduction of score across sub-
jects. For example, if a subject’s score in quiet was 60%, the
level of the background noise was chosen to yield a recog-
nition score of approximately 40%. For the normal-hearing
listeners, a signal-to-babble ratio of14 dB provided the ap-
propriate decrease in recognition, and was used for all
normal-hearing subjects. The average signal-to-babble ratio
for the hearing-impaired subjects was19 dB ~range14 to
114 dB!.

Speech plus background noise was presented to each
subject under seven low-pass filtering conditions. The low-
pass filter cutoffs were 350, 560, 900, 1400, 2250, 3500, and
5600 Hz, as well as the broadband~9000 Hz! condition. A
Kemo ~VBF8.04! filter with slopes of 30 dB/octave was
used. The order of filter conditions was randomly ordered for
each subject.

III. RESULTS

A. Data analysis

The data were analyzed using a method identical to that
used in our previous studies~Hogan and Turner, 1998;
Turner and Brus, 2001!, and the reader is referred to those
studies for a more detailed description of the procedures. For
each filter cutoff condition, a final recognition score based
upon the average of the 12 lists was obtained. A value of
articulation index~AI ! or speech intelligibility index~SII!
was calculated for each listening condition for each subject
~ANSI, 1969, R1997! using the subjects’ pure-tone thresh-
olds, and the presentation levels of the filtered speech and
background noise in that condition. The one-third-octave
band AI method using the frequency-importance function for

these NST materials was employed. The calculated AI is a
value between 0.0 and 1.0 representing the proportion of
speech formation available to the listener. Data analysis us-
ing the earlier~1969! version is presented in this report;
however, we also performed the analysis using the newer
version ~R1997! and the conclusions are essentially the
same. The data were plotted as speech recognition in
percent-correct! as a function of the degree of audible speech
information~AI !. The raw data~percent correct as a function
of AI ! for all hearing-impaired listeners are displayed in Fig.
3, along with the average articulation function for the
normal-hearing listeners. The data for all the normal-hearing
listeners were pooled and fit with a second-order polynomial
to serve as a reference. The data of the normal-hearing sub-
jects in this study were essentially identical to the normal-
hearing subjects of Turner and Brus~2001!. In general, all
the functions for hearing-impaired subjects show increases in
recognition as AI increases.

A second-order polynomial function was also fit to each
individual hearing-impaired subject’s data. See Fig. 4 for two

FIG. 2. The long-term average spectra of the NST speech lists and the
multitalker babble. For this figure the signals were presented at equal overall
sound-pressure levels and were not presented through the spectrum shaper.

FIG. 3. Recognition in percent correct as a function of the amount of au-
dible speech information~AI ! for all subjects. The solid line represents a
curve fitted to the normal-hearing subjects’s data. The individual lighter
lines with symbols represent individual hearing-impaired subjects’ data.

FIG. 4. The articulation functions for the normal-hearing subjects and also
for two of the hearing-impaired subjects. The heavy solid line is the fitted
curve to the data of the normal-hearing subjects. The two symbol types
display the data from the two hearing-impaired subjects. The lighter lines
are the fitted curves for those two hearing-impaired subjects.
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examples. The dark solid line of Fig. 4 represents the fitted
articulation function of the normal-hearing subjects in this
study. As the low-pass filter cutoff was increased to 3500 Hz
and above, not all hearing-impaired subjects obtained an in-
crease in their calculated audible speech information~AI !,
particularly if their pure-tone sensitivity thresholds were
highly elevated for those higher frequencies~for example,
the subject represented by the open circles in Fig. 4!. Those
data points were not included in this figure or the data analy-
sis. And, the curve fit was based upon fewer than seven data
points. For other subjects, as mentioned previously, conso-
nant recognition was measured at an additional higher pre-
sentation level, yielding additional data points~for example,
the open squares of Fig. 4!.

As in our previous studies, the question asked was ‘‘For
a given increment of audible speech information presented to
a hearing-impaired subject, how will the change in that sub-
ject’s speech recognition compare to that of a normal-hearing
subject receiving the same increment of audible speech in-
formation?’’ In order to quantify this, we again used the mea-
sure of ‘‘efficiency,’’ which is simply the ratio of the hearing-
impaired listener’s recognition improvement to the normal-
hearing listener’s improvement, measured at the same AI
value on each subject’s articulation function. All measures of
efficiency were calculated from the subjects’ fitted curves, as
in our previous studies. An efficiency of 1.0 means that for
this increment of speech audibility, the listener used the
newly audible speech just as well as a normal-hearing lis-
tener would. An efficiency of 0.0 means that the listener
received no benefit from the audible speech.

The subjects’ pure-tone thresholds were known for each
one-third-octave band test frequency, allowing one to relate
the efficiency for each increment of audible speech to the
degree of hearing loss present at the frequencies of the in-
crement. These sensitivity thresholds could then be com-
pared to the values of a large group of normal-hearing listen-
ers who were measured with the same Sennheiser HD-25SP
headphones~Hogan and Turner, 1998!, to yield the degree of
hearing loss. Our increments of speech audibility, obtained
by increasing the low-pass cutoff frequency of the filtered
speech, were 2 one-third-octave bands wide. For our measure
of the degree of hearing loss, the sensitivity threshold was
taken as the average of the two bands.

In Fig. 5, the efficiencies of all hearing-impaired sub-
jects for all frequencies are displayed as function of the de-
gree of hearing loss. In every case, for hearing losses up to
90 dB HL, the calculated efficiency was positive, indicating
that providing additional audible speech to patients with all
degrees of hearing loss provides benefits in speech recogni-
tion for speech presented in a background noise.

Of particular interest here are the efficiencies for the
higher-frequency regions of speech. Several previous studies,
as mentioned above, found negative or zero benefits of au-
dible speech~under quiet listening conditions! for higher-
frequency regions of speech when the hearing loss was se-
vere. In Fig. 6, the calculated efficiencies for the speech
bands of 2250–3500 Hz and also for 3500–5600 Hz are
plotted separately, thus indicating the benefits of audible
speech for frequencies of 2250 Hz and above. No data were

available for the speech band of 5600–9000 Hz, as audible
speech could not be provided to any of the hearing-impaired
listeners for that frequency range without exceeding uncom-
fortable loudnesses for the subjects. As expected from the
previous figure, all efficiencies are positive. When linear re-
gression lines are fit to the data points of these higher fre-
quencies, the extrapolated intersections with a value of zero
efficiency are over 110 dB HL in each case, further suggest-
ing that providing audible speech to any degree of hearing
loss does provide benefits for speech recognition in a back-
ground noise.

IV. DISCUSSION

In the present study, it was shown that for listening to
speech in a substantial background noise, all hearing-
impaired listeners obtained benefit from amplified audible
speech regardless of the degree of hearing loss. This finding
held true even for the higher-frequency regions of the speech
spectrum. This appears to be in contrast to the conclusions of
the previous research Chinget al. ~1998! and Hogan and
Turner~1998!, as well as others. The primary difference be-
tween the present study and these previous ones is that

FIG. 5. The efficiency of audible speech for recognition plotted as function
of the degree of hearing loss. All subjects and all conditions are shown in
this figure. The degree of hearing loss is expressed as the difference between
the pure-tone thresholds of normal-hearing subjects and the pure-tone
threshold of the hearing-impaired subject.

FIG. 6. The efficiency of audible speech for recognition plotted as a func-
tion of the degree of hearing loss. In this figure, only the data for low-pass
filter cutoff frequencies of 3500 and 5600 Hz are shown.
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speech recognition was measured in a background noise, and
the previous work measured speech in a quiet background.
Thus, our original hypotheses were not confirmed; the ben-
efits of amplified speech in a background noise were not zero
or negative for high frequencies and severe hearing loss. We
had also hypothesized that these deficits would be more se-
vere in noise backgrounds than in the previously measured
effects in quiet; this certainly was not the case.

An examination of the raw data of the present study, as
well as that of previous studies, provides a possible explana-
tion for the present results. In the study of Hogan and Turner
~1998!, the hearing-impaired subjects obtained speech recog-
nition scores ranging from 40% to 90% in the broadest band-
width conditions, and it was typical for the presented speech
~with no background noise present! to yield maximum AI
values ranging from approximately 0.6 to 0.8 in these con-
ditions. In other words, in the previous research, the majority
of the speech signal was audible to the hearing-impaired lis-
teners. In the present study, due to the spectrally similar
background noise, the hearing-impaired subjects’ speech rec-
ognition scores ranged from 24% to 55% in the broadest
bandwidth conditions, and the speech signal was much less
audible, with maximum AI values ranging from 0.23 to 0.62
~see Fig. 3!. Thus, the earlier studies were measuring the
ability of hearing-impaired listeners using the higher fre-
quencies of speech to increase their speech recognition
scores above values that were already rather high, presum-
ably looking at their ability to recognize the remaining
‘‘most difficult’’ features and phonemes of speech. In the
present study the additional high-frequency audible speech
added was used by the hearing-impaired subjects to increase
rather low recognition scores in every case. The noise back-
ground allowed these subjects only a small fraction of the
possible audible speech in the lower-frequency conditions.
As higher-frequency regions were made audible to these sub-
jects, they presumably used the additional audible speech to
increase recognition of ‘‘easier’’ features and phonemes of
speech.

One way to look at which types of speech features were
being recognized by the subjects is to look at their perception
of the commonly used distinctive features of speech such as
voicing, manner, and place of articulation. For each hearing-
impaired subject, the raw response matrices for speech rec-
ognition for each condition were analyzed using theFIX

analysis program~Department of Phonetics and Linguistics,
University College of London!, which provides the relative
information transmitted~RTI! measure of the transmission of
these distinctive features of speech. This program is based
upon the ‘‘sequential information analysis’’ described by
Wang and Bilger~1973!. The information transmitted was
calculated iteratively, holding the order of analysis fixed as
voicing, then manner, followed by place. In the three panels
of Fig. 7, the RTI for voicing, manner, and place are dis-
played as a function of audible speech information~AI ! for
three of the hearing-impaired subjects. The trends seen in the
data of these three subjects are similar to that in the other
subjects’ data. As one moves from the left to the right on
each graph, additional high frequencies of speech have been
made audible to the listener. For each subject, the values for

voicing and manner are generally increasing even as speech
is added up to 5600 Hz~the rightmost data point!. And, in all
three of the subjects, perception of the place of articulation
feature is also increasing. In every instance, the RTI for any
of the three features of speech reaches a maximum of 0.6 or
less. In other words, even at the widest bandwidth condition
the hearing-impaired subjects had plenty of speech cues re-
maining in which to show improvement. The fact that voic-
ing cues are available across a wide bandwidth of speech has
been shown by Grant and Walden~1996!. Under quiet con-
ditions, most listeners can get these same voicing cues from
low-frequency regions of speech. In background noise, all
frequency regions are used. The features of manner and
place, which are usually associated with higher-frequency

FIG. 7. The relative information transmitted~RTI! of the individual features
of speech~voicing, manner, and place! is plotted as function for AI for three
hearing-impaired subjects. Each panel corresponds to an individual subject.
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regions, also increased as listening bandwidth was increased.
The results of the present study suggest that there are some
easier cues for manner and even place that can be perceived
by listeners with even severe hearing loss in the higher-
frequency regions. This pattern of results is different from
the feature analyses observed in previous research~speech in
quiet! such as Vickerset al. ~2001!, where RTI for voicing
and manner were often at 0.8 or above for wideband speech
recognition. In these cases, only the more difficult cues of
speech remained for the hearing-impaired listener to receive
from increasing audibility at high frequencies, and appar-
ently severe hearing loss can degrade the transmission of
these remaining difficult speech cues.

It should be noted that the recognition gains these
hearing-impaired subjects showed in response to the addi-
tional high-frequency bands of speech were usually not large
~often on the order of 5% or less!. These gains in speech
recognition were also usually less than would be expected
from normal-hearing listeners receiving equivalent incre-
ments in speech audibility, which further supports the idea
that a hearing aid does not fully restore speech understanding
for these patients. The small gains were also consistent with
the small increments of AI that were added in these condi-
tions ~due to the presence of background noise and hearing
loss!. Although these subjects did not complain of uncom-
fortable loudness in these experimental conditions, listening
to amplified speech and noise at these levels in everyday life
may not be as acceptable. Thus, the clinical utility of provid-
ing large amounts of high-frequency gain should be viewed
somewhat cautiously, despite the numerical conclusions of
the present study.

In summary, the present study revealed that when the
cues of speech are severely limited by background noise,
providing audible speech via amplification showed positive
benefit in all cases. Adding high-frequency audible speech in
the presence of a relatively intense background noise was
beneficial in all cases, regardless of the degree of hearing
loss. In this case, when speech audibility is so limited, even
the easier cues of speech remain elusive to the listener, and
any small increase in speech audibility is put to good use.
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The five-string Finnish kantele is a traditional folk music instrument that has unique structural
features, resulting in a sound of bright and reverberant timbre. This article presents an analysis of
the sound generation principles in the kantele, based on measurements and analytical formulation.
The most characteristic features of the unique timbre are caused by the bridgeless string termination
around a tuning pin at one end and the knotted termination around a supporting bar at the other end.
These result in prominent second-order nonlinearity and strong beating of harmonics, respectively.
A computational model of the instrument is also formulated and the algorithm is made efficient for
real-time synthesis to simulate these features of the instrument timbre. ©2002 Acoustical Society
of America. @DOI: 10.1121/1.1504858#
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I. INTRODUCTION

The kantele1 refers to a group of plucked string instru-
ments that have been common in traditional folk music in
Finland, its neighboring region in Northwest Russia, and the
Baltic states.2,3 The instrument and its variations are called
the kannel in Estonia, thekanklės in Lithuania, thekokle in
Latvia, and thegusli in Russia.2 They belong to the family of
zithers. The five-string Finnish kantele has a significant role
in Finnish folklore as the instrument of rune singers, and in
Finnish mythology, especially in the Kalevala, the collection
of ancient Finnish runes.4 It is estimated that the origins of
the kantele are more than 1000 years old.

The traditional Finnish kantele has five strings and a
body made of a single piece of wood. The traditional instru-
ment illustrated in Fig. 1 is hollowed out at the top and the
opening is covered by a top plate with a sound hole~X-
shaped in this model!. Strings are terminated at the wider end
around wooden tuning pegs. At the other end the strings are
attached with a knotted termination around thevarras, a bar
typically made of metal, in a U-shaped raised body structure
~the ponsi!.

At the end of 18th century the instrument started an
evolution to new forms. The body of the kantele was even-

tually constructed of separate plates instead of a single piece
of wood, and the wooden tuning pegs were replaced by me-
tallic tuning pins. This type of the instrument is the focus of
the present study. To be able to play more complex music the
kantele was made larger and equipped with more strings—
for example, 9 to 15 strings. For compatibility with concert
music, aconcert kantelehas been developed since the 1920’s
to contain up to 45 strings, with a range of about five oc-
taves. The challenge of playing in different keys and with
chromatic notes was solved by including a lever mechanism,
similar to that of a concert harp, for rapid change of tuning.

The kantele has a characteristic sound that is bright and
reverberant.5 Only recently, acoustical studies have been car-
ried out on the instrument to reveal the features that make the
unique sound. In a previous work,6 based on measurements
and signal analysis, specific properties of string terminations
were reported as prominent sources of the characteristic kan-
tele tone. A recent study focused on the body vibrations of a
general class of the Baltic psalteries.7

The objective of the present article is to give a system-
atic and thorough presentation of the instrument, showing the

a!Portions of this work were presented in ‘‘Analysis, modeling, and real-time
sound synthesis of kantele, a traditional Finnish string instrument,’’ Pro-
ceedings of IEEE International Conference on Acoustics, Speech, and Sig-
nal Processing, Minneapolis, MN, April 1993, and ‘‘Nonlinear modeling
and synthesis of the kantele—A traditional Finnish string instrument,’’ Pro-
ceedings of International Computer Music Conference, Beijing, China, Oc-
tober 1999.

b!Electronic mail: cumhur.erkut@hut.fi
c!Part of the work done while at Tampere University of Technology, Pori
School of Technology and Economics, Pori, Finland.

FIG. 1. A Finnish traditional five-string kantele made by hollowing out the
top of a single wood block and covering it with a top plate. The strings are
attached, without a bridge, to the tuning pegs at the left-hand side and to a
bar at the right-hand side. After Sadie~Ref. 2!.
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behavior of kantele strings, body, and sound radiation. This
article starts with a structural description of an open-body
kantele, as well as playing techniques and tuning of the in-
strument in Sec. II. Section III presents an acoustical analysis
of the instrument. The terminations of the strings deserve
special attention since they introduce strong beating and non-
linear effects to the sound. The nonlinear vibrations of the
kantele strings are of exceptional importance in producing
the resulting timbre. The properties of body vibrations as a
response to the driving forces on the strings are demon-
strated. In Sec. IV, a computationally efficient sound synthe-
sis algorithm is presented. The algorithm captures the most
essential properties of the kantele sound, and allows for the
synthesis of kantele tones in real time.

II. DESCRIPTION OF THE INSTRUMENT

A. Construction and tuning

Our study focuses on a present-day version of the tradi-
tional five-string kantele, illustrated in Fig. 2. The body is
hollowed open at the bottom and thus there is no need for a
sound hole. This model was used due to its structural sim-
plicity.

The five metal strings are of equal diameter~0.35 mm!
with lengths ranging from 32.5 to 47.8 cm. At the narrower
end of the kantele the strings are wound once around the
varras and knotted as shown in Fig. 3. At the opposite end
the metal tuning pins are screwed directly into the sound-
board that is the top plate of the body, and the strings are
terminated directly around the pins without a bridge~Fig. 4!.
Such terminations are unique structural features of the instru-
ment.

The five-string kantele is tuned to a diatonic scale, and
the third string can be tuned to a major third, minor third, or
somewhere in between. The tuning of the lowest string is

typically nearD4 ~294 Hz!, although transposition of several
semitones~up or down! is also common. In our experiments,
the lowest string has been tuned toE[4 ~311 Hz!.

B. Playing techniques

The five-string kantele is played across one’s lap or on a
table, with the shortest string closest to the player. There are
regional and personal variations in playing technique, but the
most common traditional way is to interleave fingers of left
and right hands, with one finger for each string and the right
thumb playing the highest string. A string is plucked upwards
so that all other strings remain free to vibrate. This makes a
reverberant sound. Damping of strings or plucking horizon-
tally so that the finger damps the next string can be used in
modern playing. Another technique that yields an even
brighter sound is to strike a string by fingernail. These tech-
niques can also be combined. Playing can consist of a
melody line, accompaniment, or both, although in traditional
playing there was often no clear distinction between them.

III. ACOUSTICAL ANALYSIS OF THE KANTELE

A. Observations of kantele tones

Figure 5 shows the amplitude envelope trajectories of
the first three harmonics of~a! a softly plucked and~b! a
strongly plucked kantele tone. The measurements were car-
ried out in an anechoic chamber, where the microphone

FIG. 2. Structure of a five-string kantele used in most experiments of this
study. The body is made hollow from the bottom and left open. After Kar-
jalainenet al. ~Ref. 6!.

FIG. 3. String with a knot termination around the varras~metal bar!. Effec-
tive string lengths differ byD l for different vibration directions. After Kar-
jalainenet al. ~Ref. 6!.

FIG. 4. String termination around a tuning pin without a bridge. A reference
coordinate system is indicated at the bottom part of the figure. After Kar-
jalainenet al. ~Ref. 6!.

FIG. 5. Envelope trajectories of kantele tones. The first harmonic is shown
with a dashed line, the second with a solid line, and the third with a dash-
dotted line.~a! A softly plucked tone and~b! a strongly plucked tone. The
plucking point is the midpoint of the third string.
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~B&K 4145! was fixed at a distance of 1 meter above the top
plate of the instrument. The plucking point is the midpoint of
the third string so that, according to the linear theory of
string vibration, even harmonics should be absent.8

The first noticeable feature of the kantele tones in Fig. 5
is a strong beating of harmonics. This phenomenon is ex-
plained in Sec. III B. Another feature is the presence and
dominance of the second harmonic. The initial magnitude of
the second harmonic is approximately 10 dB higher in the
case of a strong pluck in Fig. 5~b!, compared to that of the
soft pluck in Fig. 5~a!. The generation and the amplitude
dependence of the second harmonic indicate a nonlinear
mechanism, which is the subject of Sec. III C. Section III D
presents the formulation of a nonlinear longitudinal force
component, and Sec. III E derives an analysis method. In
Sec. III F we demonstrate by measurements how the body of
the instrument responds to the forces applied on a tuning pin.
Within the same section, we also briefly discuss the proper-
ties of the body of the traditional kantele, as well as the
energy transfer between the strings.

Throughout the discussion we use the following conven-
tion to refer to three orthogonal vibration directions. A rect-
angular reference coordinate system is shown in Fig. 4. The
x axis is along the strings so that the varras is atx50 and a
tuning pin is atx5L. They axis is parallel to the top plate,
and thez axis is in the direction of the normal to the top
plate. The longitudinal, horizontal, and vertical directions
are aligned with the unit vectors of thex, y, and z axes,
respectively. When we refer to a vibration in the plane
spanned by horizontal and vertical unit vectors, we use the
term transverse.

B. Analysis of the beating

The observed beating in Fig. 5 is essentially a result of
the knotted termination at the varras. This termination dic-
tates two different effective string lengths, one for the verti-
cal and another for the horizontal vibration, with a length
difference ofD l ~see Fig. 3!. For the vertical polarization,
the knot is the termination point, whereas for the horizontal
polarization, the contact point to the varras is the termination
point.6,7 As a consequence, the vertical and horizontal funda-
mentals have a constant frequency differenceD f 0 that cre-
ates the beats.

To verify this explanation, we used a modified kantele,9

where the string is terminated without a knot, but otherwise
the construction is identical to that of the regular kantele.
Figure 6 shows the first three harmonic envelopes extracted
from ~a! regular and~b! knotless kantele tones of the same
frequency (f 05415 Hz). In the knotless design the beating
vanishes, confirming our explanation.

The frequency difference of the two transverse polariza-
tions is related to the length differenceD l by

D f 05 f 0,z2 f 0,y5
c

2l
2

c

~2l 1D l !
5

D l

l
f 0,y , ~1!

wherel is the effective length of the string between the tun-
ing pin and the knot~see Fig. 3!, c5AT/r is the transverse
propagation speed determined in terms of the string tensionT

and the linear mass densityr, andD l is the difference of the
effective string length for different polarizations. The fre-
quency difference can also be confirmed experimentally by
analyzing the amplitude envelope of the first harmonic of
recorded kantele tones and by extracting the beating fre-
quency by fitting a sine wave using the nonlinear least-
squares method.10 To avoid confusion, we refer to the ex-
tracted fundamental frequency difference asD f 0,ex.

Figure 7 presents an example where the linear trend and
mean of the envelope of the first harmonic have been re-
moved on a logarithmic~dB! scale in order to compensate
the natural decay of the harmonic, and a sine wave has been
fitted to the available data above the noise level. We ob-
served experimentally that the plucking direction slightly al-
ters the beating pattern. Note that, because of nonlinear cou-
pling between different polarizations, the string exhibits an
elliptical vibration pattern shortly after the initial pluck, re-
gardless of the initial excitation direction.11 Therefore, we
use an average of two cases, a horizontal and a vertical
pluck. We noticed that this method yields a good estimate of

FIG. 6. Envelope trajectories of tones from a normal~a! and a modified~b!
kantele. The first harmonic is shown with a dashed line, the second with a
solid line, and the third with a dash-dotted line. The plucking strength is
medium and the plucking point is the midpoint of the third string. The strong
beating does not appear in the knotless kantele.

FIG. 7. Beating of the first harmonic~solid line! in a kantele tone plucked
horizontally ~a! and vertically~b!, with a nonlinear least-squares sine wave
fit ~dashed line!.
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the difference in the fundamental frequency of vibration of
the two polarizations.

Table I shows the fundamental frequencies of horizontal
polarizations for the five strings of the kantele and the fre-
quency differencesD f 0 , obtained by inserting the measured
lengthl and the effective length differenceD l for each string
into Eq. ~1!. The extracted frequency differencesD f 0,ex are
obtained by the sine-fitting method described above.D f 0 and
D f 0,ex are in qualitative agreement. The differences are
caused by the imaginary part of the input admittance at the
tuning pin,12 and by the nonlinearities discussed in the next
section.

C. Tension modulation nonlinearity

Unlike an ideal flexible string, a real string, such as a
kantele string, is linear to the first-order approximation only.
Reformulation of the wave equation to include these second-
order terms has a relatively long history~see Ref. 13 for a
review!. The major cause of nonlinearities is that any small
transverse displacement of the string makes a second-order
change in its length and therefore in its tension. By assuming
fixed boundary conditions and using an excitation force of a
frequency close to that of the first mode of the string, the
tension modulation is shown both analytically and experi-
mentally to cause a fundamental frequency descent,14,15 a
whirling motion,16–18 coupling between different modes and
directions,12,15,19and amplitude jumps.11,20

Legge and Fletcher showed that the generation of miss-
ing modes in a musical instrument is only possible when a
realistic model of the termination at the bridge is taken into
account.12 However, they concluded that with a termination
similar to that of a bridgeless kantele, the nonlinearities can-
not provide subsequent excitation of any of the missing even
harmonics, if the string is initially plucked near its center.
Moreover, according to their theory, even in case of a termi-
nation by a guitar-like bridge, the unexcited modes should
exhibit a slow build-up~typically around 100 ms!. The be-
havior of the second harmonic in Figs. 5 and 6—specifically,
the observed rapid onset with a high initial level—is not
consistent with their conclusion.

This inconsistency is clarified by noting the structural
differences between the kantele and other plucked-string in-
struments. In most string instruments, the bridge is the usual
termination point of the strings at one end, and it is relatively
rigid in the longitudinal direction.8 An important function of
the bridge is to transmit the transverse forces of the string to
the body of the instrument, and hence the longitudinal force
component is usually filtered out. A plucked-string body is

typically not responsive to the longitudinal forces below 1
kHz.21

In the kantele, the tuning pins are not rigid in the longi-
tudinal direction and transmit any longitudinal force effi-
ciently to the body. As will be demonstrated in the following,
nonlinear mechanisms caused by the tension modulation cre-
ate a longitudinal force component, called thetension modu-
lation driving force,22 or TMDF for short, which accounts for
the instantaneous onset and high initial amplitude of the sec-
ond harmonic in Figs. 5 and 6.

A similar mechanism has been observed in an acoustical
guitar, an orchestral harp, and a piano.23 The partials thus
generated are termed asphantom partials, and it has been
concluded that any plucked-string or struck-string instrument
that is susceptible to longitudinal string forces could produce
phantom partials. The phantom partials are observed between
1–3 kHz. Measurement results indicate that the kantele body
is susceptible to the longitudinal TMDF. The TMDF has a
significant effect on the lowest partials, thus on the timbre, as
will be demonstrated in the following.

D. TMDF formulation

In order to obtain the TMDF exerted on a tuning pin, we
ignore the effective length difference in transverse directions
discussed in Sec. III B and rely on the knotless kantele analy-
sis data. Moreover, the string is taken to be linearly elastic,
the inharmonicity caused by string stiffness~dispersion! is
assumed negligible, and the cross-sectional area of the string
~and hence its density! is taken to be constant during the
vibration.

For steel strings, the transverse propagation speed is
usually smaller than 10% of the longitudinal propagation
speed. This practically means that the first longitudinal com-
ponent of the string vibration has a frequency higher than the
tenth transverse harmonic. However, here we focus on the
lowest harmonics of the kantele tones. This fact justifies why
we assume that TMDF is the only longitudinal force compo-
nent acting on a tuning pin and neglect the effects of longi-
tudinal wave propagation. Note that the same argument has
also been used in several analytical treatments of nonlinear
string vibrations.12,16

Under these assumptions, elongation of the stringl dev

may be expressed as the deviation from the nominal string
lengthL

l dev5E
0

LF11S ]y

]xD 2

1S ]z

]xD 2G1/2

dx2L

'E
0

L 1

2 F S ]y

]xD 2

1S ]z

]xD 2Gdx, ~2!

where x, y, and z denote the spatial variables~see Fig. 4!
along the longitudinal, horizontal, and vertical directions, re-
spectively, and the approximation is obtained by neglecting
all but the first terms of Taylor series expansion of the slopes.
If the supports are rigid, the tension yields

T5T01ES
l dev

L
, ~3!

TABLE I. The fundamental frequenciesf 0,y of the horizontal polarizations,
the frequency differencesD f 0 according to Eq.~1!, and the extracted fre-
quency differencesD f 0,ex for the five strings of the kantele. All quantities
are given in hertz.

String #1 #2 #3 #4 #5

f 0,y 465.2 414.5 391.3 354.5 314.3
D f 0 1.50 1.28 1.10 0.95 0.76
D f 0,ex 1.30 1.04 1.07 0.97 0.77
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whereT0 is the nominal tension of the string in rest,E is
Young’s elastic modulus of string material, andS is the
cross-sectional area of the string. It is customary8,15 to define
the longitudinal force exerted on the pin as

Fx~T!'2Tux5L52S T01ES
l dev

L D . ~4!

Equation~4! is the analytical expression of TMDF. The nega-
tive sign indicates that the force is pulling the tuning pin
towards the center of the instrument. There is a similar
TMDF component acting on the varras atx50 with a posi-
tive sign.

The eigenfunctions for the lossy wave equation in the
two transverse directions are exponentially decaying sinuso-
ids with amplitudesay,m and az,n , wherem and n indicate
the harmonic numbers for the horizontal directiony and ver-
tical directionz, respectively. The Fourier coefficientsay,m

andaz,n have the physical dimension of meters. Inserting the
eigenfunctions in Eq.~4! and neglecting terms of fourth- and
higher order inay,m /L and az,n /L, TMDF can be approxi-
mated as

Fx~T!'2T02
p2ES

8L2

3H(
m

m2ay,m
2 @12cos~2vy,mt1fy,m!#e22t/ty,m

1(
n

n2az,n
2 @12cos~2vz,nt1fz,n!#e22t/tz,nJ , ~5!

wherev, f, andt are the frequency, initial phase, and time
constant of the decay, respectively, corresponding to a par-
ticular mode.

Equation ~5! suggests that each transverse harmonic
contributes to the TMDF with two exponentially decaying
components within the square brackets. The first terms do
not oscillate, and they are the primary cause of the funda-
mental frequency descent.14,15 As will be shown later, the
fundamental frequency descent in kantele tones can be used
to extract information for the nonlinear behavior.24 The os-
cillatory terms have twice the frequency and one half the
decay times of the corresponding harmonics.

Given an initial displacement consisting of odd harmon-
ics only, according to Eq.~5!, the TMDF components that
have twice the fundamental frequency are generated solely
by the first harmonic of each polarization. Figure 8 illustrates
the TMDF acting on the tuning pin in the absence of the
vertical component. The top part of the figure depicts the
horizontal fundamentaly1 of unity amplitude (ay,151) that
decays with its characteristic rate. The resulting TMDF pulls
the tuning pin towards the center of the instrument twice
during one period of the fundamental, and decays twice as
fast.

In particular, if the initial displacement consists only of a
single-polarization fundamental~e.g., in they direction!, and
if the constant tensionT0 is suppressed, the time-varying part
of Eq. ~5! becomes

Fx~ t !52
p2ES

8L2 ~ay,1
2 e22t/ty,1!~12cos~2vy,1t1fy,1!!. ~6!

Equation~6! is essentially the same in form with the dimen-
sionless nonlinear mixing force given in Ref. 23@see Eq.~3!
in the reference#. It also suggests thatFx(t) may be related to
the dilated eigenfunctiony1(x,2t) by appropriate scaling and
phase shifting. This property may be utilized as an analysis
procedure. We present such an analysis procedure in the next
subsection.

The kantele responds as a passive, linear system to the
forces applied on its tuning pins. Therefore, some part of the
TMDF is transmitted to the body, some part of it is reflected,
and the rest is dissipated. We first concentrate on reflection.

The frequency difference of transverse and longitudinal
modes, as stated in the previous section, indicates that the
reflected TMDF component cannot be efficiently coupled to
a longitudinal mode. It may, however, generate a transverse
mode. The famous experiment of Melde demonstrates the
possibility of the missing transverse mode generation by
driving a string from one end in the longitudinal direction.20

A recent study25 shows that the three-dimensional admittance
matrix of a musical instrument may interchange energy be-
tween longitudinal and transverse directions. This property is
proved to be important in nonlinear generation of missing
modes.12

If the TMDF is coupled back to the string by either
mechanism, a generated transverse second harmonic should
exhibit a build-up onset until the coupled energy is balanced
by internal losses. After the balance instant, the second har-
monic should decay with a characteristic rate that is indepen-
dent of the first harmonic and governed only by the string
and body properties. The tuning pin velocity measurements
in transverse directions indicate the existence of such a com-
ponent. However, the velocity magnitude of the generated
transverse harmonic is typically 20 dB lower than the mag-
nitude of the first harmonic. In terms of the forces, this dif-
ference is roughly 30 dB. We therefore conclude that the
instantaneous onset and high initial amplitude of the second
harmonic in Figs. 5 and 6 are caused by the TMDF compo-

FIG. 8. The illustration of the TMDF for a single polarization case.~a! The
exponentially decaying fundamentaly1 of unity amplitude.~b! The corre-
sponding TMDF. The thick line is the component that causes the fundamen-
tal frequency descent, and the thin curve is the oscillatory component.
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nent that is transmitted to the body and in turn radiated.
Next, we discuss an analysis procedure to verify this expla-
nation.

E. TMDF analysis

Consider Eq.~5! for m5n51 anday,15az,15a1 . The
equality of the initial amplitudes can be assured by deflecting
the string along bisection of the transverse unit vectors~see
Fig. 4!. In this case, the oscillatory part of the TMDF yields

Fosc52~a1!2
p2ES

8L2 j~2t !, ~7!

where j(2t) is the normalized first harmonic that can be
extracted from a velocity measurement using a bandpass fil-
ter, and then by dilating the filtered signal by a factor of 2.
The dilation can simply be carried out by downsampling.
The TMDF component thus calculated can be filtered with a
premeasured input admittance function of the tuning pin and
converted to the longitudinal velocity. The measured and cal-
culated magnitude envelopes of the second harmonics are
then compared. Similarly, the first harmonic can be extracted
from a recorded tone, and the calculated TMDF component
can be converted to the sound pressure by filtering it with the
longitudinal body response.

The details of an experiment, in which the third string of
the kantele was tuned tof 05394 Hz, are described below. In
the experiment, we used velocity data. The length of the
string is 0.4015 m, and its diameter is 0.35 mm. The elastic
modulus of the particular string is not known; therefore, we
referred to literature for typical elastic moduli for steel
strings of musical instruments8 and assumed thatE52
3109 N/m2.

The longitudinal input admittance function has been ob-
tained by exciting the tuning pin with an impulse hammer
and measuring its velocity with a laser vibrometer. For accu-
racy, 200 individual hits were averaged. The measured lon-
gitudinal admittance around 2f 0 is shown in Fig. 9 together
with the horizontal admittance function. The admittance val-
ues corresponding to the first and second harmonics of the
third kantele string are also indicated in the figure.

The string has been displaced with a finger bya1

52 mm at its midpoint along the bisection of the transverse
unit vectors, and then released. The vibrations of the tuning
pin are measured with a laser vibrometer. The first and the
second harmonics are extracted from the measured signal

using two fourth-order bandpass Butterworth filters with the
center frequenciesf 0 and 2f 0 , respectively. The passband of
the filters has been set wider than the fundamental frequency
descent, and the phase delays introduced by the filters have
been compensated. The extracted first and second harmonics
are represented in Fig. 10 by dash-dotted and dashed curves,
respectively.

The velocity of the second harmonic is calculated as
follows. The extracted first harmonic is normalized, down-
sampled by 2, and scaled by 2a1

2p2(ES/8L2)50.0236, ac-
cording to Eq.~7!. The oscillatory TMDF term thus calcu-
lated is filtered by the measured longitudinal admittance
function shown in Fig. 9. The resulting velocity magnitude
envelope is represented by a solid curve in Fig. 10.

The calculated and measured velocities are found to be
in quantitative agreement up tot50.75 s. At this instance the
magnitude of the second harmonic is approximately 20 dB
less than its initial level. From this instance on, another de-
cay rate that is in the vicinity of the transverse second har-
monic is observed. The magnitude difference roughly corre-
sponds to the difference between the transmitted and
reflected TMDF components, both discussed in the previous
subsection. Similar results have been obtained when the re-
corded tones are analyzed instead of the velocity measure-
ments. In all measurements, the instance at which the trans-
mitted and reflected TMDF components become comparable
in magnitude varies betweent50.5 andt51 s.

The assumption about the rigid terminations dictates that
the admittance and consequently the velocity at the tuning
pin should vanish. However, as Fig. 9 reveals, the tuning pin
in practice has a nonvanishing velocity. In order to resolve
this conflict, we may correct the eigenfrequencies and the
damping coefficients in Eq. ~5! using perturbation
calculations.26 However, these perturbations are not crucial
for a qualitative description of the nonlinear phenomena of
the kantele, as may be justified from Fig. 10.

F. Contribution of the body

The discussion so far explains the generation of the sec-
ond harmonic in a kantele tone, but it does not account for
the high initial magnitude of this component@see Fig. 6~b!#.
This difference may be explained by the body responses to
tuning peg impulse excitation in three orthogonal directions,
as shown in Fig. 11. The measurements were carried out in

FIG. 9. The magnitude of the admittance measured in the longitudinal
~solid! and horizontal~dashed! directions. The admittance values in the lon-
gitudinal direction corresponding to the first and second harmonics are in-
dicated with small circles.

FIG. 10. The extracted velocity magnitude envelopes of the first harmonic
~dash-dotted! and the second harmonic~dashed!. The calculated second har-
monic generated by the TMDF is represented by a solid curve. The mea-
surements were carried out on a modified kantele.
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an anechoic chamber. The instrument was held as the player
would hold it in a typical performance, i.e., on his/her lap.
The tuning pins were struck with an impulse hammer~PCB
086C02!, and the response was recorded with a microphone
~B&K 4145!, fixed at a distance of 1 m. For accuracy, mag-
nitude responses of 200 individual hits were averaged for
each direction. Only the low-frequency response is given in
the figure. The resonances of the body are represented by
diamonds, and the frequencies of the first and second har-
monic are indicated with circles.

The lowest resonances occur at 457 Hz for both the
vertical and horizontal responses, and at 463 Hz for the lon-
gitudinal response. Note that four strings of the kantele are
tuned below these frequencies~cf. Table I!, unlike the other
Baltic psalteries that have typically two or three resonances
within the tuning range.7 Other resonances can be observed
at 817 and 850 Hz for vertical and horizontal directions,
respectively. The peak at 850 Hz is also present in the lon-
gitudinal response, among a closely spaced peak at 758 Hz.
The magnitude levels corresponding to the fundamental fre-
quency (f 05394.3 Hz) are about 20 dB lower compared to
the lowest resonance for all responses, indicating that the
first harmonic is not efficiently radiated. The second har-
monic, on the other hand, is coupled to strong body reso-
nances for each direction, and therefore it is radiated effi-
ciently. Note that the levels corresponding to the second
harmonics are comparable in each direction. A strong cou-
pling to a body resonance decreases the decay times of the
corresponding harmonics.26 This may explain why the mea-
sured second harmonic decays slightly faster than the calcu-
lated one in Fig. 10.

For the sake of completeness, we also present a brief
summary of the measurements we conducted on the tradi-
tional kantele that has a sound hole~see Fig. 1!. In a typical
playing condition, i.e., when the instrument is played on the
lap of the player, the back-plate resonances are partially
damped out. At the low-frequency end, the sound hole essen-
tially couples the lowest soundboard resonance and the cav-

ity resonance, as in the case of the guitar.27 Figure 12 pre-
sents the response of the traditional kantele to the vertical
excitation force applied to its third tuning peg in a typical
playing condition. The lowest coupled resonance occurs
around 522 Hz, where the air flow into the kantele is in the
opposite direction of the soundboard vibration. In the second
resonance, which is at 732 Hz, the soundboard vibration and
the air flow have the same direction.

In every multiple-string instrument, some portion of an
individual string’s energy is fed to the other strings by vari-
ous coupling mechanisms. This phenomenon, in which a
string vibrates without any direct excitation but is driven
only by vibrations of other strings, is calledsympathetic vi-
bration. Despite the perceptual importance of sympathetic
vibrations, there are relatively few analytical treatments of
their mechanism,26,28 and these treatments usually focus on
two strings coupled to the body through a common bridge.
However, kantele strings are coupled to the body at one end
by individual tuning pins, and at the other by the varras.
Altogether, they constitute a system where the resonance
characteristics of five strings, five tuning pins, a common
body, and a metal bar should be simultaneously taken into
account. An analytical treatment of such a system is a chal-
lenging task. We chose a simpler approach to examine the
total amount of energy transferred from one string to all the
others.

We plucked each kantele string in an anechoic room and
recorded the total response~with other strings free to vibrate!
with a microphone~B&K 4145! fixed at a distance of 1 m.
After 2 s, we damped the plucked string with a piece of
cotton, and kept on recording the sympathetic vibrations of
the other strings. The short-time Fourier transform~STFT! of
the analysis data allowed us to specify the damping instance
precisely. We calculated rms energy within 500 ms before
and after the damping point, averaging 50-ms segments. Re-
peating this procedure eight times for each string, we ob-
tained the average energy levels just before and after the
damping instant. This experiment shows that the energy
transfer is most pronounced between the fifth and the first
string, followed by the fifth and the third, the fourth and
second, and the third and the first strings. Note that all these
pairs constitute simple harmonic relationships. These results
may be incorporated in the synthesis model, which is the
topic of the next section.

FIG. 11. Sound radiation from the kantele body as a response to~a! vertical;
~b! horizontal; and~c! longitudinal driving forces at the third tuning pin. The
low-frequency peaks of the radiation functions are indicated by diamonds,
whereas the frequencies of the fundamental (f 05394.3 Hz) and second har-
monic of the attached string are indicated by circles.

FIG. 12. Sound radiation from the kantele body with a sound hole, as a
response to a vertical excitation force at the middle tuning peg.
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IV. SOUND SYNTHESIS OF THE KANTELE

Even in the earliest studies on nonlinear string vibra-
tions, numerical procedures have been proposed in addition
to the more rigorous analytical treatment, since their results
are easier to interpret.14 Model-based sound synthesizers that
capture the essentials of the sound production mechanisms of
various sound sources are currently being used to test and
verify the underlying hypotheses and assumptions.29

In this section, a synthesis model for the kantele is pro-
posed. The suggested model is based on the principles of
digital waveguide modeling.30 In an earlier work, kantele
tones were synthesized with a linear digital waveguide string
model that had an instantaneous nonlinearity at its output.6

However, in our current synthesis method,24 the nonlinearity
is realized with time-varying signal-dependent elements. The
method is based on a recently developed technique to ac-
count for the effects of tension modulation caused by vari-
able string displacement.13,31 Our aim has been to develop a
sound synthesis algorithm that would be sufficiently simple
to run in real time, but that would still faithfully reproduce
all the peculiar phenomena of the kantele sound described in
Sec. III of this paper. In the following, we refer to transverse
directions with their explicit names in the formulas to avoid
confusion between the vertical spatial variable~see Fig. 4!
and the standard DSP unit delay operatorz21.

A. Computational model for a nonlinear string with
two polarizations of vibration

Figure 13 shows the block diagram of the nonlinear
string model where the tension modulation is
incorporated.13,31 The digital delay line and the fractional
delay filter F(z) together implement the delay that corre-
sponds to the fundamental period of the synthesized sound.
Filter F(z) can be implemented using Lagrange
interpolation,32 for example. We prefer the FIR Lagrange in-
terpolators to all-pass filters since they have less transient
artifacts during parameter updates, despite the losses they
introduce at high frequencies.

The filter H1(z) is called the loop filter, and it is a one-
pole filter that implements the frequency-dependent losses of
the string33,34

H1~z!5g1

11a1

11a1z21 . ~8!

Tension modulation is realized using a signal-dependent

fractional delay filter. This requires computation of the elon-
gation of the string,13,24 which is approximated as a squared
sum of the string slope]y/]x. Integration with respect to
time converts the instantaneous elongation estimate into de-
viation of the delay parameter.13,31The model of Fig. 13 can
simulate nonlinear transverse string vibration in one polar-
ization of the string~vertical or horizontal!.

The model structure for each kantele string consists of
two parallel string models, one for each polarization, as de-
picted in Fig. 14, whereSh(z) andSv(z) are identical to the
modelS(z) of Fig. 13.24 As suggested in previous works, the
delay line lengths of the two models must be slightly differ-
ent to generate beats in the synthetic tone.33–35 Notice that
the output signal of the horizontal string model leaks to the
input of the vertical one~scaled by multiplying coefficientgc

in Fig. 14!, as suggested in Ref. 35, so that a revolving
polarization is obtained but the system remains stable regard-
less of the value of the coupling coefficientgc . While the
overall recursive system cannot be guaranteed to remain
stable when parameter values ofF(z) are time varying, in
practice we have not encountered stability problems. It ap-
pears that the transient response time ofF(z) is faster than
the modulation period. Moreover, the losses introduced by
F(z) andH1(z) reduce theQ values of resonances.

The mixing coefficientmp distributes the initial pluck
signal between the horizontal and vertical polarizations,
whereasmo adjusts the contribution of each string to the
output signal. Both mixing coefficients have values between
0 and 1.

The total tension of the string, which controls the frac-
tional delay filters in the model of Fig. 14, is approximated
by accounting for signals propagating in both waveguide
models. In the dual-polarization vibration, the elongation of
the string is given by Eq.~2!. In the digital waveguide for-
mulation, Eq.~2! is expressed as

Ldev~n!5 (
k50

L̂nom21

A11sh
2~n,k!1sv

2~n,k!2L̂nom

'
1

2 (
k50

L̂nom21

sh
2~n,k!1sv

2~n,k!, ~9!

whereL̂nom is the integer-valued length of the delay line, and
sh(n,k) and sv(n,k) are the horizontal and vertical slope
waves, corresponding to]y/]x and]z/]x in Eq. ~2!, respec-
tively. The instantaneous deviationLdev(n) needs to be inte-
grated along the string length to obtain the overall deviation,
which accounts for the change in wave propagation speed.

FIG. 13. Computational modelS(z) of a vibrating string~the dashed box!
where elongation caused by string vibration affects the loop delay through
modulation of the delay parameterd(n) of the fractional delay filterF(z).
The input signal is an array of sample values that is inserted into the delay
line and that corresponds to the initial string slope.

FIG. 14. Dual-mode string model which accounts for the tension modula-
tion. BlocksSh(z) andSv(z) are identical with the model shown in Fig. 13.
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The integration is approximated with a digital one-pole filter

I ~z!5gp

11ap

11apz
21 , ~10!

where the coefficient values are chosen to beap51/L̂nom and
gp52(11A)/2. This choice of coefficient valueap yields a
window length equivalent to that of a running average of
L̂nom points, i.e., the nominal length of the delay lines in the
string model. ParameterA is the modulation depth related to
the string properties and the nominal tension. It can be either
calculated from the measured physical quantities of the
string, or estimated from the recorded tones, as will be
shown below.

The output signal of the one-pole filter is the time-
varying delay parameterd(n), which is used to adjust the
fractional delay filters in the string models. The direct signal
path in Fig. 14 from the elongation estimation block to the
output implements the oscillatory term of the TMDF given in
Eq. ~4! by the selectiongout5T0A/L. For sound synthesis
purposesgout may also be used as a parameter to alter the
synthetic timbre. Since the synthetic wave variables in the
digital waveguides are slope waves, they need to be con-
verted to force waves before the output sum. The force at the
tuning pin end may be approximated by13

f ~n,L̂nom!5cnoms~n,L̂nom! ~11!

for each polarization, wherecnom is the nominal transverse
wave propagation speed.

B. Parameter estimation and synthesis examples

The nonlinear digital waveguide model of the kantele
can produce the features of the instrument only if it is prop-
erly calibrated. The parameters of the model may be esti-
mated using formerly proposed techniques for the linear part
of the system,34 plus techniques to extract the delay line
lengths of the two polarizations and to estimate the appropri-
ate tension modulation parameterA.13 The use of the latter
two methods is described below.

The calculated or experimentally extracted fundamental
frequency difference, discussed in Sec. III B, can be directly
converted to the delay line length ofSh(z) andSv(z). Recall
that

Lh5L̂nom,h1L frac,h5
f s

2 f 0,y
~12!

is the delay length ofSh(z), and a similar expression gives
the delay length ofSv(z). The difference of the delay line
lengths for both polarizations usually manifests itself in the
fractional part, so that theL̂nom,h5L̂nom,v for the first four
strings, as can be seen from Table II. The fractional parts are
given relative to the sampling intervalT51/f s. For example
L frac,h50.98 corresponds to 0.98T522.22 microseconds of
delay.

There are several ways to obtain the tension modulation
parameterA. This parameter can be calculated from the elas-
tic modulusE, the cross-sectional areaS, and the nominal
tensionT0 of the string if such data are available.13 Alterna-
tively, it can be estimated from the fundamental frequency

descent of a recorded tone. An example of variation of the
fundamental frequency is given in Fig. 15, where the second
string has been initially displaced 4.0 mm at its midpoint,
and then released. The maximum fundamental frequency
here is f 0,max5424.9 Hz, and the nominal value isf 0,nom

5409 Hz. Note that, according to a recent study,36 the over-
all f 0 variation of 15.9 Hz is well above the perception
threshold, and thus clearly audible.

An approximation formula for theA parameter that
simulates the observed descent is readily available.13 Here,
we extract the modulation depth by minimizing the mean-
square error between the frequency trajectories of the re-
corded and synthesized tones. In the synthesis model, the
fundamental frequency isf 0,nom5409 Hz. The loop filter co-
efficients@see Eq.~8!# are g1,h50.9946 anda1,h520.0106
for the horizontal polarization, andg1,v50.9972 anda1,v

520.0232 for the vertical polarization. The coupling coef-
ficient is set to a very small valuegc50.0005, and the input
and output mixing parameters aremp50.55 andmo50.44,
respectively. In Fig. 15, the variation of the fundamental fre-
quency of this synthetic tone is presented with a dashed line.
The best match in the mean-square sense is obtained with
A53876.3.

The parameterA thus specified, a final example demon-
strates that the dual-mode kantele string model can simulate
all the essential features of a kantele tone discussed in Sec.
III. In this example, the fundamental frequency is set close to
that of the third string, i.e.,f 05393.75 Hz. Note that this
value corresponds to an integer delay line length of 56
samples when the sampling frequency isf s544 100 Hz.
However, the delay line length difference in both polariza-
tions is preserved in accordance with Table II.

The loop filter coefficientsg1,h50.9937,g1,v50.9983,
a1,h520.0086, anda1,v520.0232 provide similar decay
times to the extracted decay times of the original kantele
tone ~see Fig. 10!. As in the previous example,gc50.0005,
mp50.55, andmo50.44. The TMDF coefficient is deter-

FIG. 15. Variation of the fundamental frequency in a kantele tone~obtained
from the modified kantele! resulting from a fortissimo pluck~solid line! and
a synthetic tone~dashed line!.

TABLE II. Integer and fractional parts of the delay line lengths for both
polarizations. The sampling frequency isf s544 100 Hz. All quantities are
given relative to the sampling intervalT51/f s .

String #1 #2 #3 #4 #5

L̂nom
47 53 56 62 69

L frac,v 0.27 0.06 0.19 0.03 0.98
L frac,h 0.40 0.20 0.35 0.20 1.16
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mined by using typical values for musical steel strings, and
set to gout5823. A softly plucked and a strongly plucked
tone are simulated by setting the initial deflection of the
string to 1 and 2 mm, respectively. Figure 16 shows the
amplitude envelope trajectories of~a! the softly plucked and
~b! the strongly plucked synthetic kantele tones.5

A comparison between the synthetic and measured kan-
tele tones~cf. Fig. 5! indicates that the model captures the
most important features of a kantele tone, i.e., the beating of
the harmonics, and the nonlinear generation and rapid onset
of the second harmonic. The differences between the magni-
tudes of the measured and synthetic harmonics may be ex-
plained by noting that the model output shown in Fig. 16 is
the composite force at the tuning pin, whereas Fig. 6 repre-
sents the radiated sound. It has been shown in Sec. III F that
the body causes a filtering effect that inserts an additional
10-dB difference between the first and second harmonic.
There are also perceptual differences between the synthetic
and measured kantele tones. The parameter estimation
method described here is entirely physical. Better results
may be obtained if the research results on the perceptual
aspects of the pitch glides36 could be included in the param-
eter estimation procedure.

The simulations can be extended by incorporating a
model of the kantele body based on the measurement data
presented in Sec. III F. A body filter should be considered,
since thecommuted synthesis method37,38that is based on the
linearity and time invariance of the whole system cannot be
utilized in the nonlinear kantele model. Various filtering
techniques for body modeling are readily available.39–42 A
body model might improve the perceptual match between the
real and synthetic tones. However, the main purpose of the
model presented in this paper is to verify and test the causes
and effects of the nonlinear phenomena in the kantele tones,
and the improvement in the synthesis quality is left for future
work.

V. CONCLUSIONS

In this paper the kantele, a traditional Finnish folk music
instrument, has been analyzed. The historical and structural
properties of the kantele have been briefly overviewed. Two
peculiar features of the kantele sound, i.e., the beating of the
harmonics and the dominance and generation of the second
harmonic, have been described in terms of the physical
mechanisms. The cause and effect of the tension modulation
driving force ~TMDF! have been experimentally demon-
strated, and its analytical approximation is presented. Unlike
many other stringed instruments, the kantele has been shown
to be susceptible to the TMDF.

A more detailed analysis could include various coupling
mechanisms between the strings, their terminations~tuning
pins and the varras!, and the body, and could account for
nonlinear coupling of different polarizations or generation of
higher harmonics by the transverse components of the forces
caused by the tension modulation. However, in this work the
unique features of the bridgeless kantele have been found to
be related to beating and to the TMDF, and a detailed analy-
sis of other phenomena is left for future research.

The proposed synthesis model, which is based on the
principles of digital waveguides and on a nonlinear string
model that incorporates tension modulation, has been shown
to capture the essential nonlinear properties of the kantele
tones. Synthetic sounds produced by the model are in accor-
dance with both the measurements and the analytical ap-
proximations. In the present time, the synthesis model in-
cludes only the fundamental properties of the real
instrument. With increasing computational power, soon it
will be feasible to directly incorporate the measured admit-
tance and radiation functions within the sound source mod-
els. Then, the correspondence between the real and synthetic
instrument could be more striking. Nevertheless, as demon-
strated in the paper, even a simple model mimics the essen-
tial characteristics of the instrument, and the synthetic sound
it produces can be used to verify the underlying assumptions
and explanations. The real and synthetic sound examples of
the kantele are available via the Worldwide Web.5
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It is difficult to attribute underwater animal sounds to the individuals producing them. This paper
presents a system developed to solve this problem for dolphins by linking acoustic locations of the
sounds of captive bottlenose dolphins with an overhead video image. A time-delay beamforming
algorithm localized dolphin sounds obtained from an array of hydrophones dispersed around a
lagoon. The localized positions of vocalizing dolphins were projected onto video images. The
performance of the system was measured for artificial calibration signals as well as for dolphin
sounds. The performance of the system for calibration signals was analyzed in terms of acoustic
localization error, video projection error, and combined acoustic localization and video error. The
95% confidence bounds for these were 1.5, 2.1, and 2.1 m, respectively. Performance of the system
was analyzed for three types of dolphin sounds: echolocation clicks, whistles, and burst-pulsed
sounds. The mean errors for these were 0.8, 1.3, and 1.3 m, respectively. The 95% confidence bound
for all vocalizations was 2.8 m, roughly the length of an adult bottlenose dolphin. This system
represents a significant advance for studying the function of vocalizations of marine animals in
relation to their context, as the sounds can be identified to the vocalizing dolphin and linked to its
concurrent behavior. ©2002 Acoustical Society of America.@DOI: 10.1121/1.1494805#

PACS numbers: 43.80.Ka, 43.30.Sf, 43.80.Jz@WA#

I. INTRODUCTION

Studies of animal communication and social behavior
ideally use methods where signals and actions can be asso-
ciated with individuals. Only under these conditions can one
fully study social interactions involving signal and response.
Studies of marine mammal acoustic repertoires have been
hampered by the difficulty of identifying which animal pro-
duces each sound. Marine mammals generally do not open
their mouths when they vocalize1 underwater, nor do they
regularly release bubbles. Humans cannot routinely use their
auditory capabilities to localize underwater sounds directly.
However, these technical difficulties need not inhibit re-
search on marine mammal acoustic behavior. Acoustic com-
munication is especially important for these species, because
they are often out of sight of each other, but can remain in
acoustic contact at long ranges.

Several solutions have been proposed and used to solve
the problem of identifying the vocalizing animal, including
isolating animals~Lilly and Miller, 1961; Caldwell et al.,
1990; Sayighet al., 1990!, attaching tags to animals~Evans
and Sutherland, 1963; Tyack, 1991; Tyack and Recchia 1991;
Nowaceket al., 1998!, and identifying the vocalizing animal
using bubblestreams~Dahlheim and Awbrey, 1982; Mc-
Cowan, 1995; McCowan and Reiss, 1995; Herzing, 1996!.
These methods have produced valuable results, but in the

case of isolation or tags can yield biased data by altering the
behavior of the animal. Bubblestream emissions occur rela-
tively rarely ~Caldwell et al., 1990; Fripp, 1999!, and them-
selves may function as a behavioral display. Also, sounds
produced with bubblestreams may not be a random sub-
sample of all the sounds emitted~Fripp, 1999!.

Methods to locate the source of a sound and to link this
acoustic location to visual images promise the ability to ob-
tain unbiased results without modifying the behavior of the
study animals. However, the first part of this method, acous-
tic localization, has proven difficult to achieve for marine
mammals, and few implementations have been linked to vi-
sual data to allow identification of the vocalizer. Linear ar-
rays for sound beamforming and dispersed arrays for local-
ization are widely used techniques for determining the
location or direction of a sound source. Beamforming using
towed linear arrays is often suitable for field work at sea with
free-ranging animals, because the array can be easily towed
while maintaining fixed distances between hydrophones.
When the length of the array is small relative to the distance
to the sound source, only the bearing to the source is ob-
tained. This bearing indicates angle relative to the line of the
array, so the locus of possible locations is a cone. With care-
ful positioning of the array relative to the animals, focal fol-
lows of single animals can be performed. For example,
Miller and Tyack~1998! followed free-ranging killer whales
while beamforming their calls using a small towed array.

Dispersed array localization has been used more oftena!Electronic mail: rthomas@whoi.edu
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than linear beamforming to study cetacean sounds. Watkins
and Schevill~1972! used a drifting three-dimensional array
to determinex–y positions of finback whales, right whales,
and white-beaked dolphins. Although the technique used
passive acoustic localization, they needed to produce inter-
mittent pings to determine hydrophone locations. The cali-
bration pings can interfere with the behavior being observed;
they had the effect of temporarily halting sperm whale sound
production~Watkins and Shevill, 1975!.

Clark et al. ~1986! used a fixed array to study bowhead
whales during their spring migration off Pt. Barrow, Alaska.
Placing the hydrophones at fixed locations in the ice elimi-
nated the need for intermittent pings. Spiesberger and Fris-
trup ~1990! developed a method combining passive localiza-
tion of vocalizing animals with acoustic tomography. Their
technique allowed for localization of vocalizing animals in
addition to construction of maps of sound speed and wind~or
current! fields. However, their technique has yet to be imple-
mented in its entirety for marine mammals. Freitag and Ty-
ack ~1993! demonstrated the feasibility of acoustic localiza-
tion of bottlenose dolphin sounds in a captive environment.
Although successful, their study demonstrated that rever-
beration presents a problem for localization in captive envi-
ronments, and they did not attempt to link acoustic locations
to visual. Janik~2000! demonstrated the feasibility of a two-
dimensional acoustic localization system for determining po-
sitions of vocalizing bottlenose dolphins in the wild. Rever-
beration did not appear to be a significant problem in this
study, most likely due to the fact that the fixed array was
located in a large channel rather than in a reverberant captive
pool.

A few methods have endeavored to combine acoustic
location or bearing data with concurrent video recordings to
obtain the identity of a vocalizing animal. Dudzinskiet al.
~1995! developed a video/acoustic system for underwater re-
cording of dolphin interactions. Analysis of the data used a
human observer to aurally determine if the sound came from
the right, left, or center of the system, but did not allow for
pinpointing the sound source on the video image. Brensing
et al. ~2001! designed a system of two pairs of closely
spaced hydrophones to localize dolphins within a pool. They
had a video component to the system, but did not show video
overlay.

Few, if any, studies have been able to link the locations
of sounds to a detailed record of behavior. The technique
presented here projects acoustic localization results onto a
video recording of dolphin behavior. An observer watching
the video can see behaviors happening, hear the concurrent
vocalizations, and also see on the screen which individual
produced the vocalization. Having a record of which animal
produced which sound, and what it was doing when it pro-
duced the sound, is important for understanding the function
of communicative sounds. The identity of the calling animal
can be determined, and the behavioral context of the sound
can be revisited. A number of research directions that require
knowledge of the identity of the vocalizing animal can be
explored, as well as data archived for future reference and
reanalysis.

The focus of this study was not a demonstration of the

merits of a particular localization algorithm, but a demon-
stration that acoustic localization data can be combined with
video analysis methods to successfully associate dolphin
sounds with the individuals that produce them. Video record-
ings have long been used to supplement visual observations,
and to provide an archival record of behavior. The capacity
to augment the video imagery and soundtrack with a visual
indication of the animal producing each sound magnifies the
scientific and archival value of these recordings. Acoustic
localization software provided by the Cornell Bioacoustics
Research Program was used here because it was available for
this study and easily adapted to its needs. Any other local-
ization package that yielded equivalent or better localization
accuracy could be substituted in its place, without substan-
tially affecting the conclusions of this work.

II. METHODS

A. Study site

This research was performed at Dolphin Quest Bermu-
da’s interim facility at the Maritime Museum in the Naval
Dockyards on Ireland Island, Bermuda in the fall of 1999. At
this time, the dolphins’ social group was composed of two
mother–calf pairs, a juvenile male and a juvenile female, for
a total of six animals. The lagoon facility measured roughly
30 meters by 45 meters. The sides of the lagoon were com-
posed of irregular limestone bricks, covered with algae and
other organisms. The ramparts of the Naval Dockyards di-
rectly abutted the lagoon on one side. Eight hydrophones
were placed around three sides of the lagoon, and the video
camera was placed on the rampart next to the lagoon, ap-
proximately 9 m high~Fig. 1!. The lagoon was connected to
the ocean via a short channel with a gate on the lagoon side,
allowing the water level in the lagoon to change with the
local tides. The temperature of the seawater at a depth of
approximately 0.5 m was recorded each day of observation
from a mercury thermometer. The speed of sound was calcu-
lated from temperature and salinity from standard equations
~Urick, 1982!. Because salinity and depth have less signifi-
cant effects than temperature, salinity was assumed to be
constant at 36.6 ppt, and the pressure effect on the speed of
sound was assumed to be nil, the same as assuming a depth
of 0 m for the path from the animal in the shallow lagoon to
the hydrophone.

B. Acoustic localization

Eight hydrophones~High Tech Inc. HTI-94-SSQ! were
placed around three of the four sides of the lagoon. The
fourth side of the lagoon directly abutted the ramparts of the
Dockyard fort, with no convenient spot to anchor a hydro-
phone. An eight-channel TASCAM DA-88 multitrack re-
corder digitally sampled signals simultaneously from all
the hydrophones and then saved the digitized signals to
tape. The TASCAM DA-88 sampled at 48 kHz and had a
flat frequency response~60.5 dB! from 20 Hz to 20 kHz.
The frequency response of the hydrophones was 2 Hz to 30
kHz, so the recorded signals were frequency limited by the
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TASCAM recorders to the range of 20 Hz to 20 kHz. Eight
channels of 1-s data~Microsoft wave format! occupied 0.73
Mb of disk space.

1. Data acquisition

The digital data on tape were transferred directly to a
computer running Microsoft Windows using the ‘‘Translator
Plus’’ digital audio format converter~Spectral Inc., Woodin-
ville, WA! andSTUDIO TRACKS XPsoftware.

2. Signal selection process

A suite of MATLAB ~MathWorks, Natick, MA! programs
was used for performing the various aspects of signal selec-
tion. An automated energy detector was used to detect, ex-
tract, and save sounds above a preset energy threshold
~modified from Frippet al., 1997!. This enabled more exten-
sive screening of the multichannel data than would be fea-
sible using people to screen sounds, while taking advantage
of human judgment to edit the relatively compact set of de-
tections. The operator viewed eight-channel spectrograms of
the extracted sound cuts. The operator would discard the cut
if it contained only noise or if the dolphin vocalization was
excessively contaminated by transient signals~e.g., snapping
shrimp clicks!. Otherwise, the operator would highlight the
sounds in time and frequency. These time and frequency pa-
rameters were saved for the localization step.

3. Localization algorithm

A brief summary of the algorithm used in this study is
provided here, but any acoustic localization algorithm that
provided comparable results could be substituted. The algo-
rithm chose points in space and calculated the time delays
between phones that would result if the sound came from
that point in space. The value of each cross-correlation func-
tion at the corresponding time delay was determined. The
sum of the cross-correlation values is proportional to the
beamformed energy corresponding to the designated point,

and the search algorithm looked for the point that maximized
the summed correlation values.@See Johnson and Dudgeon
~1993! for a detailed description of beamforming.# This con-
trasts to alternative schemes in which the time delays asso-
ciated with the peaks of each cross-correlation function are
taken, and a least-squares fit is performed to obtain a location
estimate from these time delays~Spiesberger and Fristrup,
1990!. The beamforming algorithm produces accurate loca-
tions in acoustic scenarios~overlapping sound transients,
multipath! that can present difficulties for algorithms based
on peak picking. Details of the algorithm used in this study
can be found in Fristrup and Dunsmore~unpublished!.

As the lagoon was not very deep, the localization was
performed only in thex and y dimensions. A typical local-
ization of a dolphin vocalization took about 22 s on a Pen-
tium III 700 MHz computer. The algorithm gave two out-
puts: the x–y localization coordinates and a term that
quantified the quality of the localization. A heuristic thresh-
old for localization quality was implemented to remove out-
liers caused by poor localization quality.

4. Calibration of acoustic localization system:
Locations of hydrophones

Precise hydrophone locations are needed for accurate
localization. Approximate interhydrophone distances were
measured using a tape measure to obtain approximate hydro-
phone positions. To obtain more precise locations, a calibra-
tion signal set was played at each hydrophone~ostensibly
yielding a time delay of 0 for that hydrophone!. The calibra-
tion signal set consisted of a set of five pseudorandom se-
quences and a set of four upsweeps~4–7 kHz!. The pseudo-
random sequences, also known as Barker codes~Barker,
1953!, are binary sequences with good autocorrelation prop-
erties; autocorrelated Barker codes have high main lobes and
low sidelobes. The sequence used for this study was an 11-
bit Barker code~1,21,1,1,21,1,1,1,21,21,21!, set so each

FIG. 1. Schematic of the lagoon with locations of the
camera, hydrophones, and transect points.
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bit lasted a little over 0.01 s, with the total 11-bit sequence
lasting about 0.125 s, or 1/8 s. The upsweeps each lasted
about 1 s.

Received calibration signals were saved as multichannel
sound cuts. Localization was performed on each sound cut to
obtain a series of estimates of hydrophone locations. Inter-
phone time delays were calculated from these estimated lo-
cations and also saved. Outlier localizations were removed,
yielding a set of localizations and corresponding sets of cal-
culated time delays for each of the eight hydrophones. The
time delays were converted into distances using the speed of
sound, yielding eight sets of interhydrophone distances.
These sets were condensed into the matrixDexp. The matrix
Dexp is an 838 matrix of interhydrophone distances. To de-
termine the best-fitx–y positions that would yield these dis-
tances, a multidimensional unconstrained nonlinear minimi-
zation @Nelder-Mead~Presset al., 1992!# was performed in
MATLAB . This type of minimization requires no assumptions
about the function to be minimized. The function to be mini-
mized wasiDpos2Dexpi , minimizing overDpos. Dpos is the
set of interposition distances between a set of eightx–y
positions. TheDpos which minimizesiDpos2Dexpi should be
the distances between the correct hydrophone positions. In
the minimization,Dpos was initialized as the set of distances
between the tape-measured hydrophone positions. For refer-
ence in the real world, one hydrophone was arbitrarily set to
~0,0!, and thex coordinate of an adjacent hydrophone set to
0. The rest of the hydrophone coordinates were calculated
from these two hydrophones and the best-fitDpos resulting
from the minimization.

5. Calibration of the acoustic localization system:
Accuracy and precision

In order to determine the accuracy of the acoustic local-
ization system, calibration transects were performed along a
dock that separated the lagoon into two parts as well as along
a side wall of the lagoon~Fig. 1!. The same calibration signal
as used for calibrating the hydrophone locations was played
at set locations along three transect lines, transect 1, transect
2, and transect 3. The lines were measured using a tape mea-
sure. The error was calculated as the distance from mean
localized position to actual position~calculated using tape
measured lines!.

C. Video system

The video camera was placed at a height of approxi-
mately 9 m, on the side of the lagoon abutting the ramparts.
The camera was placed in approximately the same position
each day. A wide-angle lens~KVC-05 0.5 x! and polarizing
filter were attached to the 3 ccd digital video camcorder
~SONY TRV-900! used for recording video. At the beginning
of each recording session, the timestamps on the video and
audio recorders were synchronized to a digital chronometer.
Once the camera was in place for the day, it was not moved.
Video recordings were later imported into a PC computer
using a DVRaptor card andADOBE PREMIEREsoftware.

There are two parts to calibrating a camera image. The
first is the intrinsic calibration, in which the internal geomet-

ric and optical workings of the camera are calibrated. As
long as the focal length of the lens is kept constant, the
intrinsic parameters will not vary with recording of different
images. The second part of calibrating a camera image is the
extrinsic calibration. In this calibration, parameters such as
the distance to objects in the world frame coordinate system,
rotation, etc. are calibrated. For our system we always used
the same configuration of lenses, filters, and zoom; therefore,
the intrinsic calibration only needed to be performed once.
The camera was installed each morning and then not moved
for the day, so the extrinsic calibration needed to be per-
formed once for each day of observation. A camera calibra-
tion toolbox for MATLAB obtained from Cal-Tech~Bouguet,
2000! was used for both the intrinsic and extrinsic calibra-
tions. The projection feature of the calibration toolbox trans-
formed the real-world coordinates of localizations into video
space.

1. Intrinsic calibration

The camera calibration toolbox included a checkerboard
that we attached to stiff matting board. The checkerboard
was videotaped and 20 images representing a diversity of
video angles and distances were used for the intrinsic cali-
bration. The toolbox, with some initial user input, automati-
cally finds the corners of the checkerboard boxes and per-
forms the intrinsic calibration. Parameters from this
calibration were saved in a file for later use.

2. Extrinsic calibration

After solving for the intrinsic parameters, the extrinsic
parameters were calculated by relating known points in the
world coordinate system with their pixel analogs in the video
image. Video frame pixel coordinates were obtained by plot-
ting the image inMATLAB and using the mouse to click on
locations in the image. We chose five easily recognizable
locations to be used for daily calibration. The daily calibra-
tion yielded the extrinsic calibration parameters for that day.

One way of measuring the error of the video imaging
system is in terms of the projection error, which is the dif-
ference between the actual position and the projected posi-
tion. Using a tape measure we determined the world coordi-
nates at 100 set locations around the lagoon~videotaped on 1
November 1999!. The real world positions of these coordi-
nates were termedXti ~in meters!. These positions were pro-
jected~from the extrinsic parameters calculated from the five
specified points! into video frame coordinates. We called
these projected coordinatesxti ~in pixels!. From the video
image we determined the pixel location of theXti coordi-
nates by plotting the image inMATLAB and using the mouse
to click on each location in the video frame. We termed these
video frame coordinatesxmi. We backprojectedxmi to real-
world coordinates,Xmi ~in meters! for comparison withXti.
The projection error in terms of real-world coordinates is
calculated asEi5Xti2Xmi. The error in terms of pixels is
ei5xti2xmi.
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D. Method for fusion of acoustic localization and video
imaging

Projected sound-source positions derived from acoustic
localization were plotted inMATLAB against a blue back-
ground and exported as numbered picture files. The localiza-
tions were projected onto the water’s surface, taking into
account daily tidal fluctuations. The tidal height was as-
sumed to not change significantly over each 2-h observation
period. The picture files were imported intoADOBE PREMIERE

as an animated video clip. The video sequence from the same
time sequence as the localizations was also imported. The
video sequence and animated video clip were overlaid, set-
ting the blue background in the animated localization clip to
transparent. This results in the localized positions appearing
as bull’s-eyes on the video clip@see Fig. 7~a! in Sec. III#.

A set of sound playbacks across the lagoon~transect 1!
was videotaped to compare positions obtained from both
acoustic localization and video imaging. Pixel positions of
the acoustic source were measured directly from the video
images by clicking the mouse on the position of the source
where the cable exited the water. The difference in localized
position and video frame position was calculated for each
playback location to obtain the error of the overall
localization/video system for calibration sounds.

Dolphin localization: A set of 222 sounds from dolphins
swimming freely in the lagoon was localized. Of the subset
of these sounds that could be localized to a dolphin or a
group of dolphins, ten sounds of each of three sound types
were randomly chosen. The three sound types were echolo-
cation clicks, burst-pulsed sounds, and whistles. For each
vocalization, the error was calculated as the distance between
the localized position and the nearest dolphin. When pos-
sible, the blowhole was used as the reference point for the
dolphin. If more than one dolphin was in the immediate area,
the error was calculated as the distance between the localized
position and the mean position of the two nearest dolphins.

Instances when more than two dolphins were in the immedi-
ate area were not used.

III. RESULTS

This paper presents the results of a combined acoustic
localization and video imaging system. The results are bro-
ken down into three categories: acoustic localization results,
video imaging results, and combined acoustic localization
and video imaging results. The results of the combined sys-
tem are broken down into two categories: results from the
artificial sound source, and results from dolphins.

A. Error of acoustic localization system

The error and standard deviation of the acoustic local-
ization system were determined by comparing known source
playback locations along the transect lines to the correspond-

FIG. 2. Histograms of error and standard deviation of
the acoustic localization system.

FIG. 3. ~a! Error in localization plotted versus distance from source position
to centroid of array.~b! Error in localization plotted versus distance from
nearest wall.
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ing positions calculated from acoustic localization. The his-
tograms of error and standard deviation are shown in Fig. 2.

The localization error was less than 1.5 m for 95% of the
measurements~mean error50.54 meters!. Thus, the accuracy
of the localization system can be thought of as being better
than 1.5 m. The mean standard deviation was 0.64 m. Thus,
the precision of localization can be thought of as being two
standard deviations, or 1.28 m.

Figure 3 presents the error as a function of distance from
the centroid of the array as well as of distance from the
nearest wall. The error appeared to increase both with in-
creasing distance from the centroid of the array as well as
with decreasing distance to the nearest wall.

B. Error of video imaging system

The histogram of the video projection error in terms of
pixels is shown in Fig. 4~a!. The size of each video image in

pixels was 4803720. Of the error in thex dimension, 95%
was less than 11.6 pixels. This was less than 1.6% percent of
the image size in thex dimension. Of the error in they
dimension, 95% was less than 6.4 pixels, which was less
than 1.3% of the image size in they dimension. The mean
error was 6.0 pixels in thex dimension and 2.4 pixels in the
y dimension.

The projection error was also calculated in terms of real-
world coordinates. The histogram of this error is shown in
Fig. 4~b!. For ease of visualization, the projection error in
terms of real-world coordinates is plotted at the location of
each coordinate in Fig. 5. Of the projection error, 95% was
less than 0.9 m in thex axis, and 2.0 m in they axis. The
mean projection error was 0.5 m in thex axis and 0.7 m in
the y axis. The overall 2D projection error was less than 2.1
m for 95% of the measurements. The mean 2D projection
error was 0.9 m.

FIG. 4. ~a! Histogram of projection error of the video
system in terms of pixels. The video frame is 4803720
pixels.~b! Histogram of the projection error in terms of
real-world coordinates~m!.

FIG. 5. Projection error in terms of real-world coordi-
nates.~a! The error in thex dimension at eachx–y
position is plotted as an error bar centered at that posi-
tion. ~b! The error in they dimension at eachx–y po-
sition is plotted as an error bar centered at that position.
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C. Synthesis of acoustic localization and video

1. Artificial sound source

Video recordings were performed during acoustic cali-
bration transect 1 across the center of the lagoon~shown in
Fig. 1!. This allowed direct comparison of the projected po-
sitions obtained by acoustic localization to positions obtained
directly from video images. Figure 6 presents histograms of
the error between localized positions and video frame posi-
tions in terms of both pixel and real-world coordinates. Of
the error measurements in thex and y axes, 95% were less
than 10.0 and 9.8 pixels, respectively@Fig. 6~a!#. In real-
world coordinates this corresponds to errors less than 0.9 and
2.0 m, respectively@Fig. 6~b!#. The mean errors in thex and
y axes were 4.7 and 7.5 pixels, respectively. In real-world
coordinates this corresponds to mean errors of 0.4 and 1.7 m
in the x andy axes, respectively. The 2D error between the

localized and video frame positions was less than 2.1 m for
95% of the measurements@Fig. 6~c!#. The mean 2D error
was 1.8 m.

2. Dolphin sounds

The final set of results reports the error of the system
with the dolphins as the sound source, matching localized
sounds with the video images of the vocalizing dolphins. An
example of matching a localized vocalization to a dolphin is
shown in Fig. 7~a!, with the spectrogram of the localized
echolocation click shown in Fig. 7~b!. Thex axis,y axis, and
2D results from the comparisons of localized positions to
video frame positions are shown for each of the three sound
types in Table I. The means were calculated for each sound
type as well as over all three sound types: 95% of the errors
were less than 0.8 m in thex dimension, 2.5 m in they
dimension, and 2.9 m in the combined dimensions~2D!. The

FIG. 6. ~a! Difference in calculated pixel position of the
acoustic source using acoustic localization and video
imaging.~b! Difference in meters of calculated position
of the acoustic source using acoustic localization and
video imaging.~c! 2D error~m! between the calculated
position of the acoustic source using acoustic localiza-
tion and video imaging.

FIG. 7. Example localization of a dolphin vocalization.
~a! The bull’s-eye overlaid onto the video image shows
the localized position of the vocalizing dolphin.~b!
Spectrogram of the vocalization~echolocation click!
that was used for the localization. Only frequencies
above 10 000 Hz were used for this particular localiza-
tion.
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mean error of echolocation clicks appears to be lower than
that of the other two sound types. However, the difference in
error between the sound types cannot be considered to be
statistically significant~ANOVA, p50.068!.

In addition to determining the errors between localized
positions and video frame positions of vocalizing dolphins,
the percent of localized sounds that could be attributed to a
dolphin or a group of dolphins was also calculated~Table II!.
When only one dolphin was in the immediate vicinity of the
localization ~no other dolphins were within 1.5 m!, the vo-
calization was determined to be from that individual. In
some cases, more than one dolphin could be seen within 1.5
m of the localized position. In these instances the vocaliza-
tion could only be identified as coming from that group of
dolphins. In other cases it could not be determined that a
dolphin was in the area. However, since in some areas the
video image did not extend to the bottom of the lagoon, there
were occasions when a dolphin was believed to be in the
area, but the presence of the dolphin could not be confirmed.
A dolphin might be believed to be in the area if the path
between the dolphin’s previous and following surfacings
crossed the area around the localized position.

IV. DISCUSSION

The localization error of 95% of the measurements from
the calibration signals was less than 1.5 m. This is less than
the average length of an adult bottlenose dolphin~1.9–3.9 m,
~Readet al., 1993!. The precision~2 standard deviations! of
the localization of the calibration signals was 1.28 m. In this
sense, we should be able to distinguish sound sources that
are greater than 1.28 m apart. The error was not constant at
all points within the array, but was larger near the wall of the
lagoon~Fig. 3!. This trend was observed primarily in transect
3. The other transects showed no trend of increasing error
with either decreasing distance from the wall or increasing
distance from the centroid of the array. These transect points

along the wall were also the points furthest from the cen-
troid. Therefore, it was not possible to rigorously separate
the effects of decreasing distance from the wall and increas-
ing distance from the centroid. However, the tight linkage
between error greater than about 0.75 m and proximity to the
wall suggests that the wall may have been the main factor.
Reflections of sound off the wall can confuse the localization
algorithm. This problem with multipath is common among
localization algorithms~e.g., Freitag and Tyack, 1993; dis-
cussion in Spiesberger and Fristrup, 1990; Spiesberger,
1999!. Confusion is likely to be greatest when the sound
originates near the wall and the reflected sound cannot be
isolated from the direct path. There are several practical
ways to reduce this problem. Localized positions from re-
flected sounds will appear to come from outside the lagoon,
which we know is not possible. Setting more detailed search
boundaries for the algorithm might alleviate this problem.
Another solution would be to keep the dolphins away from
the walls, which in this setting was not practical. Spiesberger
~1998, 1999, 2000! presents an algorithm that can deal with
some aspects of multipath.

The error of the video system was measured in terms of
pixels @Fig. 4~a!# and then projected into meters@Fig. 4~b!#.
The absolute pixel error appeared to be the greatest in thex
axis. However, the errors in terms of percentage of image
size were similar for both thex andy axes. When the error of
the video system was projected into meters, the error was
greater in they dimension. Error in they dimension appeared
to increase with increasingy position ~Fig. 5!, which was
also increasing distance from the camera. The lagoon was
longer in they dimension than in thex dimension, so fitting
more of they axis into the image resulted in lower resolution
and greater error at the limits. This skewed distribution of
error could be improved by placing the video camera higher
and at less of an angle to the lagoon~e.g., suspend the cam-
era from an overhead position, as in Nowaceket al., 2000!.
Another feature of Fig. 4~a! is the bimodality of thex error.
Due to practical considerations of accessibility to different
parts of the lagoon, thex axis was sampled more heavily at
the extremes than at the middle. If one side were better cali-
brated at the expense of the other side, it would result in the
observed bimodality of thex error.

The error of the overall system~Fig. 6! must take into
account the errors of both the acoustic localization and video
projection components. The 95% error bound calculated
from the combined acoustic localization and video transect
was 2.1 m. A comparison of this error bound to the 2.1-m
error bound for the video calibrations and the 1.5-m error
bound from the acoustic transects suggests that the video
component of the system dominates the error.

Although the transects using calibration sounds from a
mechanical source demonstrate that the system ostensibly
had an error less than 2.1 m, the true test of the system is
with sounds from the dolphins. The 95% error bound for the
dolphin vocalizations was 2.9 m, roughly the length of an
adult dolphin’s body. The errors in video position and local-
ized position of dolphin sounds were worse than those from
calibration sounds from a mechanical source. This was prob-
ably due to a combination of several factors. The first factor

TABLE II. Number and percentage of localized vocalizations that could be
attributed to a dolphin or group of dolphins.

Number
~Total5222! Percentage

Cannot determine if dolphin in area:
No reason to believe there is a dolphin: 8 3.6%
Reason to believe there is a dolphin: 27 12.2%
Can identify to group of dolphins: 101 45.5%
Can identify to individual dolphin: 86 38.7%

TABLE I. Mean error between localized and video frame positions for each
of three vocalization types, the mean error over all three vocalization types,
and the 95% error limit over all three vocalization types.

X Dimension
~m!

Y Dimension
~m!

2D
~m!

Burst pulsed sounds 0.33 1.29 1.34
Echolocation clicks 0.52 0.65 0.83
Whistles 0.34 1.24 1.28
Overall mean 0.40 1.06 1.13
95% error limit 0.75 2.52 2.91
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has to do with the calibration signal itself. The Barker codes
and frequency upsweeps used for calibration were specifi-
cally designed to be easily locatable, while dolphin sounds
may or may not be. In addition, many of the dolphin sounds
may have lower signal-to-noise ratios than the calibration
sounds, making localizations more susceptible to contamina-
tion from ambient noise, such as snapping shrimp clicks.
Another factor was the movement of the dolphin while vo-
calizing, which may result in smearing of the localization.
Also, if the synchronization between the acoustic localiza-
tion and the video imaging is not perfect, rapid movements
of the dolphin will result in an increased discrepancy be-
tween the localized position and the position on the video
image. The third factor concerned the limited visibility of the
water column. For the dolphin sounds, most of the matches
between the localizations and the dolphin image on the video
were to whatever portion of the dolphin’s anatomy was vis-
ible. Since dolphins can be up 4 m long, using a portion of
the anatomy far from the head could cause significant error.
In addition, although the operator attempted to keep track of
all the dolphins in the pool, it is possible that limited visibil-
ity may have resulted in an ID mismatch.

This system of acoustic localization using a fixed array
combined with elevated video imaging has several benefits.
The elevated video enables increased visibility into the water
column, along with possibilities of more detailed behavior
analyses. The localization component enables matching of
the vocalization to concurrent behavior. Another advantage
of this system is that it is not necessary that the human ob-
servers be near the animals under observation. This may be
important as the animals were fed by human trainers, and the
presence of any humans may interrupt the dolphins’ normal
social routine. The system could be used in a wide variety of
captive situations, as long as the appropriate localization and
video information could be obtained. Use of the system in
reverberant captive environments may be limited by the lo-
calization algorithm used. The primary disadvantage of this
system is that fixed arrays and elevated video cameras can be
difficult to implement in ocean situations with free-ranging
dolphins. Possibilities for implementation include placing
fixed hydrophone arrays and video equipment in a bay or
channel which is frequented by wild animals~Janik, 2000!. A
smaller system could possibly be implemented off of a boat
using a towed array and video system on a tethered blimp
@combining the systems described by Miller and Tyack
~1998! and Nowaceket al. ~2000!#. Obtaining error results
for these situations would be facilitated by further theoretical
work on the algorithm.

There are several avenues for improvement of the sys-
tem. Increased resolution would enable identification of the
vocalizing dolphin when dolphins are closer together. The
video projection error appears to be the dominant source of
error. However, since the video calibration error was some-
times over 10 pixels, the solution is probably not to increase
image resolution. In one sense, this level of video error is not
inherent to the system, and the results could probably be
easily improved by superior camera placement and improved
camera calibration. Placing the camera over the lagoon
would reduce the error in at least one dimension. Using more

than 5 points to perform daily calibrations, as well as using
points spaced more evenly in the image, would probably
increase accuracy of the calibration as well. Reducing this
video error would be a relatively easy way to increase reso-
lution of the entire system.

Increasing resolution of the acoustic localization system
would also be helpful. Use of even slightly incorrect hydro-
phone positions can cause significant errors in localization.
Thus, any method of improving calibration of hydrophone
positions would likely decrease localization error. Placing
the source a known distance from each hydrophone instead
of directly adjacent to each hydrophone might avoid possible
hydrophone overloading, near-field effects, as well as strong
reverberation effects from the wall next to each hydrophone.
Also, the localization algorithm could be improved to reduce
its sensitivity to reverberation. Use of a sampling rate higher
than 48 kHz could improve the resolution of the system.
Although data storage might become more of an issue, more
of the higher-frequency energy in echolocation clicks and
burst pulsed sounds would be captured.

V. CONCLUDING REMARKS

The combination of acoustic localization and video sam-
pling techniques allows us to link dolphin sounds with the
identity of the vocalizing dolphin. If the behavior of the vo-
calizing dolphin is known, either from the video record or
from more detailed real-time behavioral sampling, sounds
can be linked to the contexts under which they were made.
This is very important if we desire to ascertain the functions
of vocalizations. Possible uses of this system include study-
ing numerous aspects of the social contexts and behavioral
function of vocal behavior as well as purely acoustic aspects
of sounds under normal social conditions~e.g., directional-
ity!. There exist several avenues for improvement of the sys-
tem. However, many new and interesting questions about
marine mammal behavior can be asked and answered with
the current resolution. For instance, echolocation behavior of
foraging animals could be studied, capturing the behavior of
the echolocating dolphin, and possibly its prey as well, on
video. The system might help resolve the current debate on
the existence of signature whistles in normally socializing
bottlenose dolphins~McCowan and Reiss, 1995, 2001! by
providing unbiased data sets of whistles identified to indi-
vidual. The system might also help in testing the hypothesis
that animals use cues in signal directionality for pod cohe-
sion and communication~Lammers, 2001; Miller, 2002!.
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Bottlenose dolphins~Tursiops truncatus! have an acute ability to use target echoes to judge
attributes such as size, shape, and material composition. Most target recognition studies have
focused on features associated with individual echoes as opposed to information conveyed across
echo sequences~feature envelope of the multi-echo train!. One feature of aspect-dependent targets
is an amplitude modulation~AM ! across the return echoes in the echo train created by relative
movement of the target and dolphin. The current study examined whether dolphins could
discriminate targets with different AM envelopes. ‘‘Electronic echoes’’ triggered by a dolphin’s
outgoing echolocation clicks were manipulated to create sinusoidal envelopes with varying AM rate
and depth. Echo trains were equated for energy, requiring the dolphin to extract and retain
information from multiple echoes in order to detect and report the presence of AM. The dolphin
discriminated amplitude-modulated echo trains from those that were not modulated. AM depth
thresholds were approximately 0.8 dB, similar to other published amplitude limens. Decreasing the
rate of modulation from approximately 16 to 2 cycles per second did not affect the dolphin’s AM
depth sensitivity. The results support multiple-echo processing in bottlenose dolphin echolocation.
This capability provides additional theoretical justification for exploring synthetic aperture sonar
concepts in models of animal echolocation that potentially support theories postulating formation of
images as an ultimate means for target identification. ©2002 Acoustical Society of America.
@DOI: 10.1121/1.1504856#

PACS numbers: 43.80.Lb, 43.66.Gf@WA#

I. INTRODUCTION

The basic requirement for any man-made or biological
underwater sonar system is to detect a signal, usually an
echo, in the surrounding noisy sea. For the dolphin, this de-
tection is accomplished in part by extensively adapted audi-
tory neural systems about which the functional capabilities
are not yet fully understood. The exquisite biological sonar
system of the bottlenose dolphin~Tursiops truncatus! is a
prime example of evolutionary adaptation for use in shallow
water, cluttered, high noise, and extremely reverberant envi-
ronments such as bays, estuaries, and near-shore waterways.
Although this capability has evolved over the past 50 million
years, the discovery of dolphin echolocation is compara-
tively new, dating back to the late 1940s~Busnel and Fish,
1980!. Since then, research conducted under rigorous experi-
mental conditions has demonstrated that dolphins have an
acute ability to judge from returning target echoes whether
that target is hollow or solid, how thick it is, and to judge
attributes such as size, shape, and material composition~Au,

1993; Busnel and Fish, 1980; Helweget al., 1996; Nachtigall
and Moore, 1988; Thomas and Kastelein, 1990!.

Although many previous studies have addressed the ba-
sic question of what acoustic features are used by the dolphin
in biosonar target recognition, most have focused on features
associated withindividual echoes returning from ensonified
targets. This approach disregards information that may be
conveyed across dynamic or static features of echo se-
quences~echo train!, or multi-echo integration. Floyd~1980!
provided the first application of signal detection theory to
multiple observations~Swetset al., 1988! in dolphin echolo-
cation. He provided three models of echo detection in noise
that contrasted coherent summation, noncoherent summa-
tion, and independent evaluation processes. In contrast to
Floyd’s detection models, the current study examines
whether dolphins are capable of using changes in echo am-
plitude over the course of multiple echoes~echo envelope! to
discriminate targets.

Traditionally, the amplitude modulation~AM ! of echo
envelopes most often has been discussed with reference to
the effects of insect wing beats on the envelope of individual
bat echolocation calls~Busnel and Fish, 1980; Nachtigall and
Moore, 1988!. A bottlenose dolphin echolocation click is ba-

a!Author to whom correspondence should be addressed: Code 23501, Space
and Naval Warfare Systems Center, San Diego, 53560 Hull Street, San
Diego, CA 92152. Electronic mail: pmoore@spawar.navy.mil
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sically too brief to sustain much AM, but the return echo
contains multiple highlights. The energy contained in the
highlights may be integrated, enhancing the dolphin’s echo
detection performance~Vel’min and Dubrovskiy, 1976;
Mooreet al., 1984!. In contrast, some information about ob-
ject shape can be carried by the AM of an echotrain, but
discrimination of objects based on the amplitude envelope of
the echo train has not been reported. Several theories include
the assumption that dolphins are sensitive to systematic
changes across multiple echoes. In a computational model of
dolphin echo signal processing designed to account for the
observation that dolphins usually emit multiple clicks during
biosonar research tasks, combination, or fusion, of multiple
echoes resulted in improved echo categorization~Moore
et al., 1991; Roitblatet al., 1991!. Altes et al. ~1998, 2001!
produced synthetic aperture sonarlike images by combining
echoes from objects ensonified at multiple orientations with
dolphin clicks, providing a theoretical foundation for specu-
lation that dolphins form images of objects using information
gathered through echolocation~Harley et al., 1996; Herman
et al., 1998!.

Multi-echo integration is analogous to the use of sequen-
tial aspect changes for discriminating between objects or
identifying orientation of aspect-dependent objects. One
acoustic feature of echoes from aspect-dependent targets is
the AM of the return echoes in a train, which can be a func-
tion of the changing orientation of the target relative to the
dolphin. Multi-echo integration capability would render a
dolphin able to discriminate an amplitude-modulated echo
train from one of constant amplitude, while total energy is
held constant. Sensitivity to the AM of multiple echoes has
not been directly measured, however. A previous study has
shown an echolocating dolphin to be capable of detecting a
1-dB difference in target strength upon comparing return
echoes from stationary targets~Evans, 1973!. Physiological
evidence from evoked-potential recording from inferior col-
liculus ~Bullock et al., 1968!, and behavioral results from
both free-field threshold tests of absolute hearing ability
~Johnson, 1967! and interaural measures~Moore et al.,
1995!, all have demonstrated sensitivity to amplitude
changes as low as 1 dB. These results suggest that a dolphin
capable of multi-echo integration may be similarly sensitive
to the AM of echo sequences.

The current study was designed to test the hypothesis
that echolocating dolphins can detect changes in amplitude
of an envelope formed by multiple echoes and to examine
limits of such ability. Testing was accomplished using elec-
tronic echoes generated interactively by computer as a dol-
phin emitted echolocation clicks. The use of electronic ech-
oes permitted strict experimental control over the stimulus
features available to the dolphin, since control of the features
would not have been possible using physical targets. This is
the first study of amplitude sensitivity in the ‘‘active’’ audi-
tory system. From a biomimetic, signal processing stand-
point, this work has application to understanding if and how
one should go about ‘‘fusing’’ multi-aspect information.

II. METHODS

A. Subject

The subject of this study was a 17-year-old female
bottlenose dolphin, ‘‘CAS.’’ CAS was housed with two com-
panion dolphins in enclosures located in San Diego Bay at
the Space and Naval Warfare Systems Center facilities. Ex-
perimental sessions were conducted in an enclosure that was
inaccessible to the other animals. The subject’s hearing was
recently evaluated as normal by a comprehensive audiomet-
ric assessment~Brill et al., 2001!.

B. Synthetic echo stimuli

Each trial consisted of a series of synthetic echoes trig-
gered by the dolphin’s outgoing echolocation clicks, with
one synthetic echo generated per click emitted by the dol-
phin. In both AM and no-AM trial type conditions@Fig.
1~B!#, individual echoes were triangle-windowed 50-kHz
pulses, 128ms in duration. The stimuli were used to test
specific experimental parameters and were not intended to
mimic echoes from real objects in a naturalistic setting. The
analytic waveform and spectrum are illustrated in Fig. 1~A!.
Digital waveforms were corrected for the transducer’s mea-
sured transmit response prior to analog conversion. Calibra-
tion measurements confirmed good match between desired
and analytic spectra.

Ambient noise in San Diego Bay was approximately 80
dB re: 1 mPa2/Hz above 1 kHz, so a consistent noise floor
was created by the addition of 95 dB SPL of white noise to
all synthetic echoes used in the experiment. The bandwidth
for rms noise power was estimated using Q derived from
critical band measures of the bottlenose dolphin receiver. Q
was approximately 2.2 for signals with center frequency of
60 kHz ~Au and Moore, 1990!. The synthetic signals used in

FIG. 1. ~A! Enlargement of a single stimulus pulse~left! and its spectrum
~right!. ~B! Examples of a GO and NO-GO stimulus used in the experiment.
Each stimulus was comprised of multiple echoes over which amplitude was
constant~NO-GO! or modulated~GO!. ~C! Comparison of two GO stimuli
that have equal %AM, but differ in number of echoes~NECHOES516 and
64 shown!. The rate at which the envelope of the GO stimulus was modu-
lated was a function of the number of echoes used to define it. Each vertical
line represents a single synthetic echo.~D! Envelope contour was deter-
mined by % AM, the difference between echoes of highest and lowest am-
plitudes. The NECHOES is 16 in this portion of the figure.
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this study had center frequency of 50 kHz, thus the 95 dB
SPL white noise floor was set using an estimated bandwidth
of approximately 22.72 kHz.

To prevent the dolphin from attempting to solve the dis-
crimination using only the first synthetic echo of each trial,
the starting phase of the AM sinusoid was randomized by
drawing from a Gaussian distribution with mean of 90~65!
degrees. This manipulation equated the starting amplitude of
the first echoes of the no-AM and AM echo trains.

Two aspects of the amplitude envelope modulation con-
tour were varied in this study—depth of modulation and the
rate at which the modulated contour changed. The depth of
AM in the GO stimulus envelope was manipulated by vary-
ing notch depth, defined as %AM@Fig. 1~D!#. The amplitude
of the NO-GO synthetic echo trains was constant, and GO
synthetic echo amplitudes varied depending on %AM. The
source level was held constant at 133 dB SPLre: 1 mPa for
all NO-GO echoes, except during training. GO stimulus echo
trains had equivalent source level on average, with individual
echo levels ranging between 0 and 139 dB~depending on the
%AM value! prior to the addition of white noise.

Assessment of CAS’s sensitivity to AM as a function of
time was examined by requiring the AM to cycle through a
complete period over a predetermined number of echoes
~NECHOES; 4, 8, 16, 32, or 64! @Fig. 1~C!#. Greater ampli-
tude differences between successive echoes were therefore
necessary at NECHOES54 ~uDdBu50.32; %AM5100! than
at NECHOES564 ~uDdBu50.02; %AM5100!. Thus, the
highest AM rate was associated with NECHOES of 4, and
the lowest with 64. Furthermore, AM envelopes were brief-
est for the NECHOES54 condition and longest for
NECHOES564. Although echo presentation pace was partly
determined by the animal since her clicks triggered synthetic
echo delivery, the equipment was designed to simulate a 6-m
range by limiting the interecho interval so that echoes could
not be triggered any faster than 8 ms apart. Thus, at higher
levels of NECHOES, the full range of AM information was
delivered over a longer period due to the inter-echo interval
restriction.

Percent AM can be equated with a minimum amplitude
difference detectable by the dolphin. Total energy was held
constant across the echo train, thus the dolphin could not
simply solve the discrimination by cumulative energy differ-
ences that would otherwise emerge across the echo train.
Two measures of %AM therefore could be derived—the am-
plitude difference between adjacent echoes~a pairwise com-
parison! or the overall amplitude difference~max-min echo
amplitudes! ~Fig. 2!. The former relationship makes the few-
est memory assumptions, assuming a sliding memory regis-
ter only two echoes deep. The latter assumes a deeper
memory register~fill the register then make the max versus
min comparison!. We converted %AM to minimum ampli-
tude difference using the latter relationship, which provides
the most conservative~less sensitive! estimate.

C. Apparatus

An electronic Synthetic Echo System~SES! was as-
sembled for the purpose of detecting the dolphin’s echoloca-
tion clicks and delivering the corresponding synthetic ech-

oes. System onset, experimental variables~%AM,
NECHOES!, trial type ~GO, NO-GO!, and response logging
were controlled using a LabView Virtual Instrument driver
with a National Instruments PCI MIO-16E-1 multifunction
board hosted on a Pentium PC. The digital synthetic echoes
were combined with white noise, and the resultant signals
stored to RAM prior to each trial.

An apparatus was constructed for animal and hydro-
phone placement during sessions. The subject’s hoop station
was situated 1.35 m below the water surface and 0.48 m
away from an acoustically opaque shield. Shield removal
indicated start-of-trial, and CAS’s clicks were then detected
by a Reson TC4013 omnidirectional broadband hydrophone
located 0.64 m from her melon. The analog input data were
bandpass filtered~3–300 kHz!, amplified ~54 dB of gain;
Stanford Research Systems SR 560 filter/amplifier!, and then
passed to the multifunction board. Every emitted click ex-
ceeding 170 dBre: 1 mPa triggered the analog output of a
synthetic echo by the SES. Analog echoes were filtered and
amplified~10–200 kHz, 20 dB of gain! using a DL Electron-
ics 4302 filter/amplifier, and projected by a second Reson
TC4013 hydrophone located 1.35 m from CAS’s melon. A
6.0-m range was simulated by inserting a delay of 8.0 ms
between the triggering click and output of the echo, thereby
providing a consistent focal point for the animal. Surface
reflections were eliminated by a floating mat comprised of
nylon bristles located at the surface between the dolphin and
the Reson transducers. The system was calibrated by trans-
mitting the synthetic echoes from the Reson TC4013 trans-
ducer and receiving them on a calibrated ITC 6030 omnidi-
rectional hydrophone located at the dolphin’s position in the
hoop station.

D. Session procedure

Each trial began with the dolphin placing her rostrum on
an inter-trial station located at the water surface, facing a
trainer. Upon receipt of a hand cue from the trainer, CAS
submerged and positioned her head in the test station hoop.
The trainer raised the shield out of her echolocation pathway
as a computer operator engaged the synthetic echo electron-
ics. A 4.0-s trial period ensued, during which time the subject
could echolocatead libitum. A synthetic echo was produced
for every click received. The subject was required to back
out of the stationing hoop and touch a nearby paddle~GO
response! to report an AM synthetic echo train and required
to remain in the hoop for 4.0 s~NO-GO response! to report a

FIG. 2. Relationship between %AM of the echo train envelope and potential
measures of amplitude limens.
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no-AM echo train. A miss was recorded if the animal per-
formed a NO-GO response for the AM condition, and a false
alarm recorded if a GO response was made to a no-AM
stimulus. Correct responses were reinforced with a secondary
~1-s 5-kHz tone! and a primary~approximately three fish!
reinforcer. Incorrect responses were not reinforced. Trials
were arranged in blocks of ten, with an equal number of GO
and NO-GO trials presented per block. Trial type sequencing
was determined by a Gellermann series~Gellermann, 1933!
modified so that successive trials within a block were con-
trolled ~0.5 first order conditional probability of a GO trial
following a NO-GO, or vice versa!. Sessions began with an
easily discriminable ten-trial block to assess subject motiva-
tion. The session was suspended temporarily if performance
was below 80%. One data session was conducted per day.

E. Training and experimental phases

1. Training

In order to train CAS to perform the appropriate re-
sponses for both stimulus types, the stimuli were initially
varied in both overall energy and envelope modulation. CAS
was first exposed to the GO stimulus only~modulated enve-
lope, %AM5100 and NECHOES54! and learned to per-
form the appropriate corresponding paddle-press response
~three to four sessions!. During these sessions, on approxi-
mately half of the trials, no synthetic echoes were delivered
and the NO-GO response was reinforced. Over the next 20
sessions, the NO-GO stimulus echoes~no-AM! were intro-
duced at a source level of 118 dB SPL and increased by 3.0
dB every 10–50 trials until the total energy equaled that of
the GO stimulus~133 dB SPL!. Once signal energy was
equated, envelope modulation alone provided the only fea-
ture upon which discrimination was possible. Successful
completion of this phase of training established CAS’s abil-
ity to discriminate between modulated and unmodulated
echo trains and prepared her for tests in which the AM depth
and rate were changed.

2. Threshold titration

All sessions in which %AM was systematically adjusted
to measure CAS’s threshold followed a titration method
similar to the up/down staircase as reported by Moore and
Schusterman~1987!. Sessions began with the AM parameter
held constant and at an easily discriminable level. If the ini-
tial ten-trial block was successful~performance>80%!,
%AM was then decreased in 2% increments for every GO
stimulus trial until an incorrect response to a GO stimulus
was given. Adjustments to %AM for all subsequent GO
stimulus trials were then made in 1% increments. The %AM
was increased after a miss and decreased after a correct GO
response. Adjustments to %AM were never contingent on
NO-GO stimulus trial responses. A reversal was defined as
an instance in which the %AM adjustment changed direc-
tions ~reversed!, with the first reversal of every session oc-
curring on the first incorrect GO stimulus trial. A session
ended after ten reversals had been collected. The %AM

threshold estimate was defined as the mean of the %AM
reversal values, which corresponds to a 50% correct dis-
crimination performance.

3. Testing

Testing was conducted in four stages.
a. Stage 1: NECHOES. The first measure was a prelimi-

nary assessment of CAS’s AM discrimination ability at all
NECHOES levels. Only one level was utilized per session.
With %AM held constant at 100, performance was bracketed
in one to three 20-trial ~approx.! sessions, first at
NECHOES58, followed by 16, 32, and lastly 64.

b. Stage 2: Percent AM. With NECHOES held constant
at 8, %AM was titrated down to threshold level. Five ses-
sions were conducted overall, the last two of which were
ten-reversal threshold sessions. CAS’s performance at
‘‘NECHOES’’ and ‘‘%AM’’ assessment phases provided es-
timates of her performance boundaries at these stages. Thus,
detailed testing could be initiated using stimulus values
closer to her estimated thresholds.

c. Stage 3: NECHOES & %AM. Systematic testing of
CAS’s discrimination ability of the depth and rate of an AM
echo train was conducted whereby %AM was titrated at each
NECHOES level in two threshold sessions. Sessions in
which NECHOES516 were conducted first, followed by
sessions at 32, then 64. Bracketing threshold sessions~two to
three! were conducted at each NECHOES level before ex-
perimental data was collected.

d. Stage 4: Envelope modulation. Five 40-trial sessions
were performed in which the GO stimulus AM was derived
using scaled acoustic backscatter from a ROCKAN mine
simulator, an object roughly shaped like a triangular wedge
@see Fig. 3~A!#. This phase investigated whether CAS was
able to detect AM echo trains using the amplitude envelope
from the mine simulator. NECHOES and %AM were held
constant at 64 and 100, respectively. The polar plot of rela-
tive target strength from the real world object is presented in

FIG. 3. Derivation of the amplitude envelope from the ROCKAN mine
simulator. A photograph of the ROCKAN simulator on a palette is shown in
~A!, and ~B! is the polar plot of the free-field target strength measured for
the object ~measured at the Applied Research Laboratory, University of
Texas at Austin—Lake Travis test facility!. ~C! illustrates the amplitude
profile when the polar data are unwrapped.~D! illustrates the amplitude
variation in the synthetic echo train when the envelope is applied to a 64-
echo train.
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Fig. 3~B!, and the 64-point extracted test envelope modula-
tion function is presented in Figs. 3~C! and ~D!.

F. Data analysis

Behavioral results from stages 1 and 4~NECHOES; en-
velope modulation! were evaluated using the theory of signal
detection~TSD! ~Green and Swets, 1988!. Both the subject’s
signal detection sensitivity (d8) and response bias~b!, re-
ported as ln(b), were computed in these instances since sig-
nal parameters~AM depth and rate! were not varied during a
session. Results from stages 2 and 3 were evaluated by esti-
mating thresholds using the mean of the titration reversals
~50% correct discrimination performance!.

III. RESULTS

A. Number of echoes „NECHOES…

Sessions in which NECHOES varied while %AM was
held constant at 100~Stage 1! are shown in Fig. 4. Percent
correct performance and signal detection characteristics
(d8;b) are plotted as a function of NECHOES. CAS’s ability
to discriminate AM trials from no-AM trials remained at or
above 80% correct for all levels of NECHOES. Choice per-
formance and sensitivity (d8) were equally strong at
NECHOES58, 16, and 32, but the increase inb at
NECHOES532 shows that CAS became conservative in her

responding, possibly indicating a shift in her response strat-
egy as the NECHOES were increased. CAS had poorer dis-
crimination performance during the initial NECHOES564
session, as evidenced by the low sensitivity value (d8) and
higher b. This performance decrement was resolved by the
second session, suggesting a growing familiarization with
the stimulus at NECHOES564. Theb values across sessions
show a slight tendency toward more liberal responding in the
subsequent sessions of each NECHOES level. Taken to-
gether, these results suggest that the subject tended to be
conservative in her responding when first introduced to a
new NECHOES level, but demonstrated a clear ability to
discriminate the AM stimuli as NECHOES was manipulated.

B. Initial %AM titrations

Titration results of the first five sessions in which %AM
varied and NECHOES were held constant at 8~Stage 2! are
presented in Fig. 5. All AM trials are shown, with reversals
depicted by the point at which the line changes direction.
These trials are represented graphically in the order they
were conducted across the five sessions. The first three ses-
sions clearly illustrate CAS’s learning of the %AM manipu-
lation task, with performance nearly asymptotic after session
3. In the first session, initial exposure to the test stimulus
culminated in only three reversals with a mean of 45%AM.
The two subsequent sessions consisted of two and five rever-
sals, respectively, with an average value of 17%AM at both
session’s reversal points. Finally, two ten-reversal threshold
sessions were conducted, yielding first a 7.3%AM threshold,
then a 3.9% threshold. The subject’s ability to discriminate
%AM improved with each session, and performance reached
asymptote by the fifth session. These results indicate that the
subject was able to discriminate very small amplitude modu-
lations at NECHOES58.

C. NECHOES and %AM

Threshold estimates for the %AM obtained at
NECHOES58, 16, 32, and 64 are shown in Fig. 6. The two
sessions reported for NECHOES58 are the same two thresh-
old sessions describe in the previous section~initial %AM
titrations!. Thresholds were calculated using the 50% correct

FIG. 4. Stage 1 preliminary AM rate assessment: Behavioral performance
results at different AM rate levels~NECHOES58, 16, 32, and 64! while
%AM was held constant at 100 are shown. Percent correct performance~%!
and sensitivity~d8! results are presented in the top graph, and response bias
@ ln(b)# in the bottom~20-trial sessions!.

FIG. 5. Stage 2 initial %AM titration data: Percent AM values by trial
during training sessions (n53) and subsequent threshold estimates (n
52) ~NECHOES58 for all! are shown. Only AM trials~GO condition! are
represented, and sessions are presented from left to right in the order they
were conducted.
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discrimination performance~mean reversal value for each
session!, and false alarm rates ranged from 0.01 to 0.40, with
a mean value of 0.25. For each NECHOES level, two ten-
reversal thresholds are plotted and the corresponding mean
value noted. The animal’s overall performance shows im-
provement in discrimination ability across sessions irrespec-
tive of the increase in NECHOES.

D. Object envelope simulation

Five 40-trial, minelike envelope discrimination sessions
were conducted in which NECHOES564 and %AM5100
for all sessions. Testing discrimination ability as opposed to
measuring thresholds of that ability was the goal of this
phase. The subject performed at 97% correct on four of the
sessions and 100% on the other. The meand8 was 3.66~sd
50.14! and mean lnb equaled 0.24~sd50.48!, indicating
that her discrimination performance was stable across ses-
sions~Table I!. These results show that CAS had little diffi-
culty discriminating the irregular AM envelope associated
with the minelike object.

IV. DISCUSSION

The major finding of this study was that an echolocating
dolphin was able to discriminate amplitude-modulated~AM !
echo trains from those that were not modulated, and that
ability persisted as both rate and depth of AM were manipu-
lated. Discrimination accuracy was maintained as rate of en-
velope modulation decreased. As AM depth was reduced,

discrimination thresholds stayed consistently low, indicating
a high degree of sensitivity to changes in the amplitude en-
velope of an echo train. Furthermore, decreasing the rate of
modulation did not adversely affect this sensitivity to reduc-
tions in AM depth. These results provide data in support of
the hypothesis that dolphins may recognize targets using fea-
tures compiled across multiple echoes~envelope of an echo
train!. Further empirical support was offered by the finding
that when successive echo amplitudes rose and fell irregu-
larly, as real-world objects do, the echo train was easily dis-
tinguishable from a non-modulating echo train, as evidenced
by a nearly perfect discrimination performance by the dol-
phin.

The averageof all AM thresholds was approximately
4.2% AM, which corresponds to an 0.8-dB total variation in
amplitude~maximum 2 minimum! across the sequence of
echoes. The largest difference between any two successive
echoes at the slowest modulation rate~NECHOES564! was
approximately 0.02 dB. It does not seem likely, therefore,
that the dolphin could have used this two-echo amplitude
difference~cf. Dubrovskiy et al., 1978! to accomplish AM
discrimination. Past research has demonstrated amplitude
discrimination limens no lower than about 1 dB~Bullock
et al., 1968; Evans, 1973; Johnson, 1967; Mooreet al.,
1995!. The %AM threshold of 4.2%~0.8 dB! of this study is
consistent with the other amplitude discrimination limens,
supporting speculation that the dolphin’s echo memory reg-
ister is more than two echoes deep and may be substantially
deeper, given CAS’s high performance with 64-echo trains.

We can speculate about the amplitude modulation rates
experienced by the dolphin in this study. The minimum inter-
echo interval was 8 ms, corresponding to a maximum rate of
125 echoes per second. At NECHOES58, a full AM cycle
occurred in approximately 64 ms, or an AM rate of approxi-
mately 15.6 echoes per second. At NECHOES564, a full
AM cycle occurred in 512 ms, or an AM rate of approxi-
mately 1.9 echoes per second. These rates are the maximum
that the dolphin could have experienced~see Murchison,
1980; Penner, 1988!.

The dolphin’s ability to discriminate amplitude-
modulated echo trains is not explained by the energy integra-
tion mechanism that underlies detection of single echoes in
noise ~Moore et al., 1984; Vel’min and Dubrovskiy, 1976;
Au et al., 1988!. Within echoes, inter-highlight intervals tend
to be measured in tens of microseconds. In contrast, the syn-
thetic echoes used in this study were separated by a mini-
mum of 8 ms, which is orders of magnitude greater than the
265-ms energy integration window~Moore et al., 1984;
Vel’min and Dubrovskiy, 1976; Auet al., 1988!. Thus, any
information used by the animal to distinguish one echo train
type from another was based solely on an ability to extract
and retain information from successive echoes in order to
arrive at a decision regarding the varying amplitude charac-
teristics of the train. The ability to garner information from
the combination of multiple echoes—in addition to indi-
vidual within-echo highlights—would serve to heighten de-
tection and classification performance for objects encoun-
tered in the environment, as computational models have
demonstrated~Floyd, 1980; Mooreet al., 1991; Roitblat

FIG. 6. Stage 3 threshold testing: Behavioral performance results on two
%AM titration sessions ~threshold estimates! at each AM rate
~NECHOES58, 16, 32, and 64! are shown. Thresholds are denoted by
single points, with a line added to depict the range. The means of every
threshold pair are adjacent to each line. NECHOES58 data were taken from
the two ten-reversal threshold sessions conducted in stage 2.

TABLE I. Percent correct performance and signal detection characteristics
for each envelope simulation session~Stage 4,n520 trials per session!.

Session % Correct d8 ln (b)

1 100 3.91 0.02
2 97 3.60 0.57
3 97 3.60 0.57
4 97 3.60 0.57
5 97 3.57 20.51
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et al., 1991, 1993!. The results provide theoretical justifica-
tion for exploring the application of synthetic aperture sonar
concepts in multi-echo models of animal echolocation~e.g.,
Altes et al., 1998, 2001!, which has ramifications for mental
imagery theories that postulate formation of object images as
an ultimate means for their identification~Harley et al.,
1996; Hermanet al., 1998!. Future studies on dolphin bioso-
nar capabilities should therefore examine aspects of informa-
tion processing from complex echo trains as well as indi-
vidual echoes.

Because echo trains are comprised of multiple echoes,
the dolphin necessarily received more than one echo per
trial. Prior research has shown that stimulus detectability can
be enhanced in humans when multiple observations are al-
lowed ~see Floyd, 1980; Swetset al., 1988; Green and
Swets, 1988 for review!. Those studies were designed to elu-
cidate the possible mechanisms by which detection occurs as
opposed to measuring the degree of detection enhancement.
The classical interpretation of multiple observations and their
implication on results of the current study are not considered
applicable as this study did not utilize noise-only trials~no
signal present! as a detection task would require, and no
attempt was made to address the theorya priori. The poten-
tial contribution of this phenomenon to multiple echo inte-
gration capabilities in the dolphin could provide an interest-
ing basis for further study.

In conclusion, the results reported here provide addi-
tional support for multiple-echo processing in bottlenose dol-
phin echolocation, and this, in turn, provides additional the-
oretical justification for exploring the application of synthetic
aperture sonar concepts in models of animal echolocation.
Future studies should seek to provide explicit evidence of
multi-echo fusion, and to test for coherent echo integration
processes that underlie algorithmic-based synthetic aperture
sonar imaging processing use in traditional signal processing
approaches.
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